
Docum ent  Num ber:  325309-004

I n t e l®  At om ™ Pr ocesso r  Z6 0 0  Ser ies

Sp eci f i cat ion  Up d at e

For  t h e I n t e l®  At om ™ Pr ocesso r  Z6 7 0  on  4 5 - n m  Pr ocess Tech n o log y

Mar ch  2 0 1 3

Rev ision  0 0 4



2  Specificat ion Update

Legal Lines and Disclaimers

I NFORMATI ON I N THI S DOCUMENT I S PROVI DED I N CONNECTI ON WI TH I NTEL®  PRODUCTS. NO LI CENSE, EXPRESS OR I MPLI ED, 
BY ESTOPPEL OR OTHERWI SE, TO ANY I NTELLECTUAL PROPERTY RI GHTS I S GRANTED BY THI S DOCUMENT. EXCEPT AS 
PROVI DED I N I NTEL'S TERMS AND CONDI TI ONS OF SALE FOR SUCH PRODUCTS, I NTEL ASSUMES NO LI ABI LI TY WHATSOEVER, 
AND I NTEL DI SCLAI MS ANY EXPRESS OR I MPLI ED WARRANTY, RELATI NG TO SALE AND/ OR USE OF I NTEL PRODUCTS I NCLUDI NG 
LI ABI LI TY OR WARRANTI ES RELATI NG TO FITNESS FOR A PARTI CULAR PURPOSE, MERCHANTABI LI TY, OR I NFRI NGEMENT OF ANY 
PATENT, COPYRI GHT OR OTHER I NTELLECTUAL PROPERTY RI GHT. I ntel products are not  intended for use in m edical,  life saving, 
life sustaining, cr it ical cont rol or safety system s, or in nuclear facility applicat ions.

I ntel m ay m ake changes to specificat ions and product  descript ions at  any t im e, without  not ice.

Designers m ust  not  rely on the absence or character ist ics of any features or inst ruct ions m arked “ reserved”  or “undefined.”  I ntel 
reserves these for future definit ion and shall have no responsibility whatsoever for conflicts or incom pat ibilit ies arising from  future 
changes to them .

I ntel processor num bers are not  a m easure of perform ance. Processor num bers different iate features within each processor fam ily, 
not  across different  processor fam ilies. See ht tp: / / www.intel.com / products/ processor_num ber for details.

The processor m ay contain design defects or errors known as errata which m ay cause the product  to deviate from  published 
specificat ions. Current  characterized errata are available on request .Contact  your local I ntel sales office or your dist r ibutor to 
obtain the latest  specificat ions and before placing your product  order.

For Enhanced I ntel SpeedStep®  Technology:  See the Processor Spec Finder at  ht tp: / / ark. intel.com or contact  your I ntel 
representat ive for m ore inform at ion

I ntel, I ntel Atom  and I ntel logo are t rademarks or registered t radem arks of I ntel Corporat ion or its subsidiar ies in the United States 
and other countr ies.

* Other nam es and brands m ay be claim ed as the property of others.

Copyright  ©  2013, I ntel Corporat ion. All Rights Reserved.

http://www.intel.com/products/processor_number
http://ark.intel.com
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Pr ef ace

This docum ent  is an update to the specificat ions contained in the ”Affected Documents”  

table below. This document  is a compilat ion of device and documentat ion errata, 

specificat ion clar ificat ions and changes. I t  is intended for hardware system 

manufacturers and software developers of applicat ions, operat ing system s, or tools.

I nform at ion types defined in ”Nomenclature”  are consolidated into the specificat ion 

update and are no longer published in other documents.

This docum ent  m ay also contain inform at ion that  was not  previously published.

Af f ect ed  Docu m en t s

Relat ed  Docu m en t s

Docu m en t  Ti t le
Docu m en t  Nu m b er /

Locat ion

I ntel®  Atom ™ Processor Z600 Series Datasheet 325310-001

Docu m en t  Ti t l e
Docu m en t  Nu m b er /

Locat ion

AP-485, I ntel®  Processor I dent ificat ion and the CPUI D 

I nst ruct ion

ht tp: / / www.intel.com / design/

processor/ applnots/

241618.htm

I ntel®  64 and I A-32 Architectures Software Developer’s Manual, 

Volum e 1:  Basic Architecture

I ntel®  64 and I A-32 Architectures Software Developer’s Manual, 

Volum e 2A:  I nst ruct ion Set  Reference Manual A-M

I ntel®  64 and I A-32 Architectures Software Developer’s Manual, 

Volum e 2B:  I nst ruct ion Set  Reference Manual N-Z

I ntel®  64 and I A-32 Architectures Software Developer’s Manual, 

Volum e 3A:  System  Program m ing Guide

I ntel®  64 and I A-32 Architectures Software Developer’s Manual, 

Volum e 3B:  System  Program m ing Guide

I ntel®  64 and I A-32 I ntel Architecture Opt im izat ion Reference 

Manual

I ntel®  64 and I A-32 Architectures Software Developer’s Manual 

Docum entat ion Changes (see note 1)

ht tp: / / www.intel.com /

products/ processor/ m anuals/

index.htm

[ Docum entat ion changes for the 

I ntel®  64 and I A-32 Architecture 

Software Developer 's Manual 

Volum es 1, 2A, 2B, 3A, and 3B is 

posted in a separate docum ent , 

the I ntel®  64 and I A-32 

Architecture Software Developer 's 

Manual Docum entat ion Changes.  

Follow the link ht tp: / /

developer. intel.com / products/

processor/ m anuals/ index.htm  to 

access this docum entat ion.]

ACPI  Specificat ions www.acpi. info

I ntel®  SM35 Express Chipset  Datasheet 325308-002

I ntel®  SM35 Express Chipset  Specificat ion Update 325307-001

http://www.intel.com/design/processor/applnots/241618.htm
http://www.intel.com/products/processor/manuals/index.htm
www.acpi.info
http://developer.intel.com/products/processor/manuals/index.htm 
http://developer.intel.com/products/processor/manuals/index.htm 
http://developer.intel.com/products/processor/manuals/index.htm 
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Nom en cla t u r e

Er r at a  are design defects or errors. These may cause the processor behavior to 

deviate from  published specificat ions. Hardware and software designed to be used with 

any given stepping m ust  assume that  all errata docum ented for that  stepping are 

present  on all devices.

S- Spec Nu m b er  is a five-digit  code used to ident ify products. Products are 

different iated by their unique characterist ics, for e.g., core speed, L3 cache size, 

package type, etc. as described in the processor ident ificat ion inform at ion table. Read 

all notes associated with each S-Spec num ber.

Sp eci f i cat ion  Ch an g es  are modificat ions to the current  published specificat ions. 

These changes will be incorporated in any new release of the specificat ion.

Sp eci f i cat ion  Clar i f i cat ion s  describe a specificat ion in greater detail or further 

highlight  a specificat ion’s impact  to a complex design situat ion. These clar ificat ions will 

be incorporated in any new release of the specificat ion.

Docu m en t at ion  Ch an g es  include typos, errors, or om issions from  the current  

published specificat ions. These will be incorporated in any new release of the 

specificat ion.

Not e: Errata remain in the specificat ion update throughout  the product ’s lifecycle, or unt il a 

part icular stepping is no longer com m ercially-available. Under these circum stances, 

errata removed from  the specificat ion update are archived and available upon request . 

Specificat ion changes, specificat ion clar ificat ions and docum entat ion changes are 

removed from  the specificat ion update when the appropriate changes are m ade to the 

appropriate product  specificat ion or user docum entat ion (datasheets, manuals, etc.) .

§ 
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Su m m ar y  Tab les o f  Ch an g es

The following tables indicate the errata, specificat ion changes, specificat ion 

clar ificat ions, or docum entat ion changes which apply to the processor. I ntel m ay fix 

som e of the errata in a future stepping of the component , and account  for the other 

outstanding issues through docum entat ion or specificat ion changes as noted. These 

tables use the following notat ions:

Cod es Used  in  Su m m ar y  Tab les

St ep p in g

X: Errata exists in the stepping indicated. Specificat ion Change or 

Clarificat ion that  applies to this stepping.

(No m ark)

or (Blank box) : This erratum  is fixed in listed stepping or specificat ion change 

does not  apply to listed stepping.

Pag e

(Page) : Page locat ion of item  in this docum ent .

St at u s

Doc: Document  change or update will be implemented.

Plan Fix: This erratum may be fixed in a future stepping of the product .

Fixed: This erratum has been previously fixed.

No Fix: There are no plans to fix this erratum .

Row

Change bar to left  of table row indicates this erratum  is either 

new or modified from  the previous version of the document .
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Er r at a  Su m m ar y  Tab le

# Ti t le

St ep p in g s 

I m p act ed
St at u s

C- 0

BN1
I O_SMI  I ndicat ion in SMRAM State Save Area May be Set  

I ncorrect ly
x No Fix

BN2
Writes to I A32_DEBUGCTL MSR May Fail when 

FREEZE_LBRS_ON_PMI  is Set
x No Fix

BN3
Address Reported by Machine-Check Architecture (MCA)  on 

L2 Cache Errors May be I ncorrect
x No Fix

BN4
Pending x87 FPU Except ions (# MF)  Following STI  May Be 

Serviced Before Higher Prior ity I nterrupts
x No Fix

BN5
Benign Except ion after a Double Fault  May Not  Cause a 

Tr iple Fault  Shutdown
x No Fix

BN6
I A32_MC1_STATUS MSR Bit  [ 60]  Does Not  Reflect  Machine 

Check Error Report ing Enable Correct ly
x No Fix

BN7
Perform ance Monitor ing Event  for Outstanding Bus 

Requests I gnores AnyThread Bit
x No Fix

BN8
I RET under Certain Condit ions May Cause an Unexpected 

Alignm ent  Check Except ion
x No Fix

BN9
Therm al I nterrupts are Dropped During and While Exit ing 

I ntel®  Deep Power Down State
x No Fix

BN10
Corrupt ion of CS Segm ent  Register During RSM While 

Transit ioning From  Real Mode to Protected Mode
x No Fix

BN11
Perform ance Monitor ing Counter with AnyThread Bit  set  

May Not  Count  on a Non-Act ive Thread
x No Fix

BN12

GP and Fixed Perform ance Monitor ing Counters With 

AnyThread Bit  Set  May Not  Accurately Count  Only OS or 

Only USR Events

x No Fix

BN13
PMI  Request  is Not  Generated on a Counter Overflow if I t s 

OVF Bit  is Already Set  in I A32_PERF_GLOBAL_STATUS
x No Fix

BN14
Processor May Use an I ncorrect  Translat ion if the TLBs 

Contain Two Different  Translat ions For a Linear Address
x No Fix

BN15
A Write to an API C Register Som et im es May Appear to Have 

Not  Occurred
x No Fix

BN16

An xTPR Update Transact ion Cycle, if Enabled, May be 

I ssued to the FSB after the Processor has I ssued a Stop-

Grant  Special Cycle

x No Fix

BN17 The Processor May Report  a # TS I nstead of a # GP Fault x No Fix

BN18
Writ ing the Local Vector Table (LVT)  when an I nterrupt  is 

Pending May Cause an Unexpected I nterrupt
x No Fix

BN19 MOV To/ From  Debug Registers Causes Debug Except ion x No Fix

BN20
Using 2M/ 4M Pages When A20M#  I s Asserted May Result  in 

I ncorrect  Address Translat ions
x No Fix
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BN21
Values for LBR/ BTS/ BTM will be I ncorrect  after an Exit  from  

SMM
x No Fix

BN22
I ncorrect  Address Com puted For Last  Byte of FXSAVE/

FXRSTOR I m age Leads to Part ial Mem ory Update
x No Fix

BN23
A Therm al I nterrupt  is Not  Generated when the Current  

Tem perature is I nvalid
x No Fix

BN24
Program ming the Digital Therm al Sensor (DTS)  Threshold 

May Cause Unexpected Therm al I nterrupts
x No Fix

BN25
Returning to Real Mode from  SMM with EFLAGS.VM Set  May 

Result  in Unpredictable System Behavior
x No Fix

BN26
Fault  on ENTER I nst ruct ion May Result  in Unexpected 

Values on Stack Fram e
x No Fix

BN27

With TF (Trap Flag)  Asserted, FP I nst ruct ion That  Tr iggers 

an Unm asked FP Except ion May Take Single Step Trap 

before Ret irem ent  of I nst ruct ion

x No Fix

BN28

An Enabled Debug Breakpoint  or Single Step Trap May Be 

Taken after MOV SS/ POP SS I nst ruct ion if it  is Followed by 

an I nst ruct ion That  Signals a Float ing Point  Except ion

x No Fix

BN29

Code Segm ent  Lim it / Canonical Faults on RSM May be 

Serviced before Higher Prior ity I nterrupts/ Except ions and 

May Push the Wrong Address Onto the Stack

x No Fix

BN30

BTS (Branch Trace Store)  and PEBS (Precise Event  Based 

Sam pling)  May Update Mem ory outside the BTS/ PEBS 

Buffer

x No Fix

BN31
Single Step I nterrupts with Float ing Point  Except ion 

Pending May Be Mishandled
x No Fix

BN32
Unsynchronized Cross-Modifying Code Operat ions Can 

Cause Unexpected I nst ruct ion Execut ion Results
x No Fix

BN33 The erratum not  applicable therefore removed

BN34 Processor Throt t ling at  87.5%  May Cause System  Hang x No Fix

BN35 THERMTRI P#  Will Not  Assert  Pr ior to RESET#  De-assert ion x No Fix

BN36
External STPCLK#  Throt t ling May Cause System  Hang 

During Therm al Event
x No Fix

BN37
C6 Request  May Cause a Machine Check if the Other Logical 

Processor is in C4 or C6
x No Fix

BN38
EOI  Transact ion May Not  be Sent  if Software Enters Core C6 

During an I nterrupt  Service Rout ine
x No Fix

BN39
I ntegrated Graphics Unit  Does Not  Autom at ically Disable 

Legacy PCI  I nterrupts When MSI  Are Enabled
x No Fix

Er r at a  Su m m ar y  Tab le

# Ti t le

St ep p in g s 

I m p act ed
St at u s

C- 0
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§ 

BN40

Outbound MSI  From  the PMU May Result  in Live Lock And/

or System  Hang When Sim ultaneously Occurr ing With an 

I nbound I / O Read

x No Fix

BN41

Complex Condit ions Associated With I nst ruct ion Page 

Rem apping or Self/ Cross-Modifying Code Execut ion May 

Lead to Unpredictable System  Behavior

x No Fix

BN42.
Paging St ructure Ent ry May be Used Before Accessed And 

Dirty Flags Are Updated
x No Fix

Sp eci f i cat ion  Ch an g es

No. SPECI FI CATI ON CHANGES

None for this revision of specificat ion update.

Sp eci f i cat ion  Clar i f i ca t ion s

No. SPECI FI CATI ON CLARI FI CATI ONS

None for this revision of specificat ion update.

Docu m en t at ion  Ch an g es

No. DOCUMENTATI ON CHANGES

None for this revision of specificat ion update.

Er r at a  Su m m ar y  Tab le

# Ti t le

St ep p in g s 

I m p act ed
St at u s

C- 0
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I d en t i f i ca t ion  I n f o r m at ion

Com p on en t  I d en t i f i ca t ion  v ia  Pr og r am m in g  
I n t er f ace

The processor stepping can be ident ified by the following register contents:

NOTE:
1. The Extended Fam ily, Bits [ 27: 20]  are used in conjunct ion with the Fam ily Code, specified in Bits 

[ 11: 8] , to indicate whether the processor belongs to the I ntel386™, I ntel486™, Pent ium ® , Pent ium  4, 
or I ntel®  Core™ processor fam ily. 

2. The Extended Model,  Bits [ 19: 16]  in conjunct ion with the Model Num ber, specified in Bits [ 7: 4] , are 
used to ident ify the m odel of the processor within the processor ’s fam ily.

3. The Processor Type, specified in Bits [ 13: 12]  indicates whether the processor is an or iginal OEM 
processor, or a dual processor (capable of being used in a dual processor system ) . 

4. The Fam ily Code corresponds to Bits [ 11: 8]  of the EDX register after RESET, Bits [ 11: 8]  of the EAX 
register after the CPUI D inst ruct ion is executed with a 1 in the EAX register,  and the generat ion field of 
the Device I D register accessible through Boundary Scan.

5. The Model Num ber corresponds to Bits [ 7: 4]  of the EDX register after RESET, Bits [ 7: 4]  of the EAX 
register after the CPUI D inst ruct ion is executed with a 1 in the EAX register,  and the m odel field of the 
Device I D register accessible through Boundary Scan.

6. The Stepping I D in Bits [ 3: 0]  indicates the revision num ber of that  m odel. See table above for the 
processor stepping I D num ber in the CPUI D inform at ion.

When EAX is init ialized to a value of ‘1’, the CPUI D inst ruct ion returns the Extended 

Fam ily, Extended Model, Processor Type, Fam ily Code, Model Number and Stepping I D 

value in the EAX register. Note that  the EDX processor signature value after reset  is 

equivalent  to the processor signature output  value in the EAX register.

Cache and TLB descriptor parameters are provided in the EAX, EBX, ECX and EDX 

registers after the CPUI D inst ruct ion is executed with a 2 in the EAX register.

Reser v ed
Ex t en d ed  
Fam i ly 1

Ex t en d ed  
Mod el2

Reser v ed
Pr ocesso r  

Ty p e3
Fam i ly  
Cod e4

Mod el  
Nu m b er 5

St ep p in g  
I D6

3 1 :2 8 2 7 :2 0 1 9 :1 6 1 5 :1 4 1 3 :1 2 1 1 :8 7 :4 3 :0

00000000b 0010b 00b 0110 0110b 0001b
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Com p on en t  Mar k in g  I n f o r m at ion

The processor stepping can be ident ified by the following com ponent  m arkings:

§ 

Figu r e 1 - 1 . Pr ocessor  Top - sid e Mar k in g s ( Ex am p le)

Tab le 1 - 1 . Pr ocessor  I d en t i f i cat ion

St ep p in g
QDF

Nu m b er
CPUI D

Cor e Fr eq u en cy  

( GHz)  /  DDR2  ( MHz)
No t es

C-0 SLC2P 0x00020661 1.50 /  800
I ntel®  Atom™ Z670 

Processor

Leg en d : Mar k  Tex t  ( En g in eer in g  Mar k )  
GRP1LI NE1: SPEED (example:  1.50GHz)
GRP2LI NE1: { FPO}

GRP3LI NE1: QDF ES
GRP4LI NE1: I NTEL{ M} { C} 'YY{ e1}

Leg en d : Mar k  Tex t  ( Pr od u ct ion  Mar k )
GRP1LI NE1: PROC#  SPEED (example:  Z670 1.50GHZ)
GRP2LI NE1: { FPO}
GRP3LI NE1: SSPEC
GRP4LI NE1: I NTEL{ M} { C} 'YY{ e1}

GRP1LINE1

G
R

P
3
L

IN
E

1

G
R

P
2
L

IN
E

1

GRP1LINE1

2D Matrix Mark
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Er r at a

BN1 . I O_ SMI  I n d icat ion  in  SMRAM St at e Sav e Ar ea May  b e Set  I n co r r ect l y

Pr ob lem : The I O_SMI  bit  in SMRAM’s locat ion 7FA4H is set  to “1”  by the CPU to indicate a System

Managem ent  I nterrupt  (SMI )  occurred as the result  of execut ing an inst ruct ion that

reads from an I / O port . Due to this erratum , the I O_SMI  bit  m ay be incorrect ly set  by:  

• A SMI  that  is pending while a lower prior ity event  is execut ing 

• A REP I / O read 

• A I / O read that  redirects to MWAI T 

I m p l icat ion : SMM handlers may get  false I O_SMI  indicat ion.

W or k ar ou n d :The SMM handler has to evaluate the saved context  to determ ine if the SMI  was

t r iggered by an inst ruct ion that  read from an I / O port . The SMM handler m ust  not

restart  an I / O inst ruct ion if the plat form  has not  been configured to generate a

synchronous SMI  for the recorded I / O port  address.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN2 . W r i t es t o  I A3 2 _ DEBUGCTL MSR May  Fai l  w h en  FREEZE_ LBRS_ ON_ PMI  
is Set

Pr ob lem : When the FREEZE_LBRS_ON_PMI , I A32_DEBUGCTL MSR (1D9H)  bit  [ 11] , is set , future

writes to I A32_DEBUGCTL MSR m ay not  occur in certain rare corner cases. Writes to

this register by software or during certain processor operat ions are affected.

I m p l icat ion : Under certain circumstances, the I A32_DEBUGCTL MSR value may not  be updated

properly and will retain the old value. I ntel has not  observed this erratum  with any

com m ercially available software.

W or k ar ou n d :Do not  set  the FREEZE_LBRS_ON_PMI  bit  of I A32_DEBUGCTL MSR.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN3 . Ad d r ess Rep o r t ed  b y  Mach in e- Ch eck  Ar ch i t ect u r e ( MCA)  on  L2  Cach e 
Er r o r s May  b e I n co r r ect

Pr ob lem : When an L2 Cache error occurs (Error code 0x010A or 0x110A reported in

I A32_MCi_STATUS MSR bits [ 15: 0] ) , the address is logged in the MCA address register

( I A32_MCi_ADDR MSR) . Under some scenarios, the address reported may be incorrect . 

I m p l icat ion : Software should not  rely on the value reported in I A32_MCi_ADDR MSR for L2 Cache

errors.

W or k ar ou n d :None ident ified

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .
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BN4 . Pen d in g  x 8 7  FPU Ex cep t ion s ( # MF)  Fo l low in g  STI  May  Be Ser v iced  
Bef o r e H ig h er  Pr io r i t y  I n t er r u p t s

Pr ob lem : I nterrupts that  are pending prior to the execut ion of the STI  (Set  I nterrupt  Flag)

inst ruct ion are norm ally serviced im m ediately after the inst ruct ion following the STI . An

except ion to this is if the following inst ruct ion t r iggers a # MF. I n this situat ion, the

interrupt  should be serviced before the # MF. Because of this erratum , if following STI ,

an inst ruct ion that  t r iggers a # MF is executed while STPCLK# , Enhanced I ntel

SpeedStep®  Technology t ransit ions or Therm al Monitor events occur, the pending # MF

may be serviced before higher pr ior ity interrupts.

I m p l icat ion : Software m ay observe # MF being serviced before higher pr ior ity interrupts.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN5 . Ben ig n  Ex cep t ion  a f t er  a  Dou b le Fau l t  May  No t  Cau se a  Tr ip le  Fau l t  
Sh u t d ow n

Pr ob lem : According to the I ntel®  64 and I A-32 Architectures Software Developer’s Manual,

Volum e 3A, Except ion and I nterrupt  Reference,  if another except ion occurs while

at tempt ing to call the double- fault  handler, the processor enters shutdown m ode. Due

to this erratum , any benign faults while at tem pt ing to call double- fault  handler will not

cause a shutdown. However Cont r ibutory Except ions and Page Faults will cont inue to

cause a t r iple- fault  shutdown.

I m p l icat ion : I f a benign except ion occurs while at tem pt ing to call the double- fault  handler, the

processor m ay hang or m ay handle the benign except ion. I ntel has not  observed this

erratum with any commercially available software.

W or k ar ou n d :None ident ified

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN6 . I A3 2 _ MC1 _ STATUS MSR Bi t  [ 6 0 ]  Does No t  Ref lect  Mach in e Ch eck  
Er r o r  Rep o r t in g  En ab le Co r r ect l y

Pr ob lem : I A32_MC1_STATUS MSR (405H)  bit [ 60]  (EN-  Error Enabled)  is supposed to indicate

whether the enable bit  in the I A32_MC1_CTL MSR (404H)  was set  at  the t ime of the

last  update to the I A32_MC1_STATUS MSR. Due to this erratum, I A32_MC1_STATUS

MSR bit  [ 60]  instead reports the current  value of the I A32_MC1_CTL MSR enable bit .

I m p l icat ion : I A32_MC1_STATUS MSR bit  [ 60]  m ay not  reflect  the correct  state of the enable bit  in

the I A32_MC1_CTL MSR at  the t ime of the last  update.

W or k ar ou n d :None ident ified

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .
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BN7 . Per f o r m an ce Mon i t o r in g  Ev en t  f o r  Ou t st an d in g  Bu s Req u est s I g n o r es 
An y Th r ead  Bi t

Pr ob lem : The Performance Monitoring Event  of Outstanding Bus Requests will ignore the

AnyThread bit  ( I A32_PERFEVTSEL0 MSR (186H) /  I A32_PERFEVTSEL1 MSR (187H)  bit

[ 21] )  and will instead always count  all t ransact ions across all logical processors, even

when AnyThread is clear.

I m p l icat ion : The perform ance m onitor count  may be incorrect  when count ing only the current

logical processor ’s outstanding bus requests on a processor support ing Hyper-

Threading Technology.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN8 . I RET u n d er  Cer t a in  Con d i t ion s May  Cau se an  Un ex p ect ed  Al ig n m en t  
Ch eck  Ex cep t ion

Pr ob lem : I n I A-32e m ode, it  is possible to get  an Alignm ent  Check Except ion (# AC)  on the I RET

inst ruct ion even though alignment  checks were disabled at  the start  of the I RET. This

can only occur if the I RET inst ruct ion is returning from  CPL3 code to CPL3 code. I RETs

from CPL0/ 1/ 2 are not  affected. This erratum can occur if the EFLAGS value on the

stack has the AC flag set , and the interrupt  handler 's stack is m isaligned. I n I A-32e

mode, RSP is aligned to a 16-byte boundary before pushing the stack frame.

I m p l icat ion : I n I A-32e mode, under the condit ions given above, an I RET can get  a # AC even if

alignm ent  checks are disabled at  the start  of the I RET.This erratum can only be

observed with a software generated stack fram e.

W or k ar ou n d :Software should not  generate m isaligned stack fram es for use with I RET.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN9 . Th er m al  I n t er r u p t s ar e Dr op p ed  Du r in g  an d  W h i le  Ex i t in g  I n t e l®  Deep  
Pow er  Dow n  St at e

Pr ob lem : Therm al interrupts are ignored while the processor is in I ntel®  Deep Power Down State

as well as during a sm all window of t im e while exit ing from  I ntel®  Deep Power Down

State. During this window, if the PROCHOT signal is dr iven or the internal value of the

sensor reaches the program m ed therm al t r ip point , then the associated therm al

interrupt  m ay be lost .

I m p l icat ion : I n the event  of a thermal event  while a processor is waking up from  I ntel®  Deep Power

Down State, the processor will init iate an appropriate throt t le response. However, the

associated thermal interrupt  generated may be lost .

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .
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BN1 0 . Cor r u p t ion  o f  CS Seg m en t  Reg ist er  Du r in g  RSM W h i le  Tr an si t ion in g  
Fr om  Real  Mod e t o  Pr o t ect ed  Mod e

Pr ob lem : During the t ransit ion from  real m ode to protected m ode, if an SMI  (System

Managem ent  I nterrupt )  occurs between the MOV to CR0 that  sets PE (Protect ion

Enable, bit  0)  and the first  far JMP, the subsequent  RSM (Resume from  System

Managem ent  Mode)  m ay cause the lower two bits of CS segment  register to be

corrupted.

I m p l icat ion : The corrupt ion of the bot tom  two bits of the CS segment  register will have no impact

unless software explicit ly exam ines the CS segment  register between enabling

protected mode and the first  far JMP. I ntel®  64 and I A-32 Architectures Software

Developer’s Manual Volume 3A:  System Programm ing Guide, Part  1,  in the sect ion

t it led “Switching to Protected Mode”  recom m ends the far JMP im m ediately follows the

write to CR0 to enable protected m ode. I ntel has not  observed this erratum with any

com m ercially available software.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN1 1 . Per f o r m an ce Mon i t o r in g  Cou n t er  w i t h  An y Th r ead  Bi t  set  May  No t  
Cou n t  on  a  Non - Act i v e Th r ead

Pr ob lem : A performance counter with the AnyThread bit  ( I A32_PERFEVTSEL0 MSR (186H) /

I A32_PERFEVTSEL1 MSR (187H)  bit  [ 21] , I A32_FI XED_CTR_CTRL MSR (38DH)  bit  [ 2]

for I A32_FI XED_CTR0, bit  [ 6]  for I A32_FI XED_CTR1, bit  [ 10]  for I A32_FI XED_CTR2)

set  should count  that  event  on all logical processors on that  core. Due to this erratum ,

a performance counter on a logical processor which has requested to be placed in the

I ntel®  Deep Power Down State m ay not  count  events that  occur on another logical

processor.

I m p l icat ion : The performance monitor count  may be incorrect  when the logical processor is asleep

but  st ill at tempt ing to count  another logical processor ’s events. This will only occur on

processors support ing Hyper-Threading Technology (HT Technology) .

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN1 2 . GP an d  Fix ed  Per f o r m an ce Mon i t o r in g  Cou n t er s W i t h  An y Th r ead  Bi t  
Set  May  No t  Accu r at e ly  Cou n t  On ly  OS o r  On ly  USR Ev en t s

Pr ob lem : A fixed or GP (general purpose)  perform ance counter with the AnyThread bit

( I A32_FI XED_CTR_CTRL MSR (38DH)  bit  [ 2]  for I A32_FI XED_CTR0, bit  [ 6]  for

I A32_FI XED_CTR1, bit  [ 10]  for I A32_FI XED_CTR2;  I A32_PERFEVTSEL0 MSR (186H) /

I A32_PERFEVTSEL1 MSR (187H)  bit  [ 21] )  set  may not  count  correct ly when count ing

only OS ( r ing 0)  events or only USR ( r ing > 0)  events. The counters will count  correct ly

if they are count ing both OS and USR events or if the AnyThread bit  is clear.

I m p l icat ion : A perform ance m onitor counter m ay be incorrect  when it  is count ing for all logical

processors on that  core and not  count ing at  all pr ivilege levels. This erratum  will only

occur on processors support ing m ult iple logical processors per core.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .
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BN1 3 . PMI  Req u est  i s No t  Gen er at ed  on  a  Cou n t er  Ov er f low  i f  I t s OVF Bi t  i s 
A l r ead y  Set  in  I A3 2 _ PERF_ GLOBAL_ STATUS

Pr ob lem : I f a perform ance counter overflows and software does not  clear the corresponding OVF

(overflow)  bit  in I A32_PERF_GLOBAL_STATUS MSR (38Eh)  then future overflows of

that  counter will not  t r igger PMI  (Perform ance Monitor ing I nterrupt )  requests.

I m p l icat ion : I f software does not  clear the OVF bit  corresponding to a performance counter then

future counter overflows m ay not  cause PMI  requests.

W or k ar ou n d :Software should clear the I A32_PERF_GLOBAL_STATUS.OVF bit  in the PMI  handler.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN1 4 . Pr ocesso r  May  Use an  I n co r r ect  Tr an sla t ion  i f  t h e TLBs Con t a in  Tw o  
Di f f er en t  Tr an sla t ion s Fo r  a  Lin ear  Ad d r ess

Pr ob lem : The TLBs m ay contain both ordinary and large-page t ranslat ions for a 4-KByte range of

linear addresses. This may occur if software modifies a PDE (page-directory ent ry)  that

is m arked present  to set  the PS bit  ( this changes the page size used for the address

range) . I f the two t ranslat ions differ with respect  to page fram e, perm issions, or

memory type, the processor may use a page fram e, perm issions, or m em ory type that

corresponds to neither t ranslat ion.

I m p l icat ion : Due to this erratum, software m ay not  funct ion properly if it  sets the PS flag in a PDE

and also changes the page fram e, perm issions, or m em ory type for the linear

addresses mapped through that  PDE.

W or k ar ou n d :Software can avoid this problem by ensuring that  the TLBs never contain both ordinary

and large-page t ranslat ions for a linear address that  differ with respect  to page frame,

perm issions, or memory type.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN1 5 . A W r i t e  t o  an  API C Reg ist er  Som et im es May  Ap p ear  t o  Hav e No t  
Occu r r ed

Pr ob lem : With respect  to the ret irem ent  of inst ruct ions, stores to the uncacheable m em ory based

API C register space are handled in a non-synchronized way. For exam ple if an

inst ruct ion that  m asks the interrupt  flag, e.g. CLI , is executed soon after an

uncacheable write to the Task Prior ity Register (TPR)  that  lowers the API C prior ity, the

interrupt  masking operat ion may take effect  before the actual pr ior ity has been

lowered. This may cause interrupts whose prior ity is lower than the init ial TPR, but

higher than the final TPR, to not  be serviced unt il the interrupt  enabled flag is finally

set , i.e. by STI  inst ruct ion. I nterrupts will remain pending and are not  lost .

I m p l icat ion : I n this exam ple the processor m ay allow interrupts to be accepted but  may delay their

service.

W or k ar ou n d :This non-synchronizat ion can be avoided by issuing an API C register read after the

API C register write. This will force the store to the API C register before any subsequent

inst ruct ions are executed. No commercial operat ing system  is known to be im pacted by

this erratum.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .
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BN1 6 . An  x TPR Up d at e Tr an sact ion  Cy cle, i f  En ab led , May  b e I ssu ed  t o  t h e 
FSB af t er  t h e Pr ocesso r  h as I ssu ed  a St op - Gr an t  Sp ecia l  Cy cle

Pr ob lem : According to the FSB (Front  Side Bus)  protocol specificat ion, no FSB cycles should be

issued by the processor once a Stop-Grant  special cycle has been issued to the bus. I f

xTPR update t ransact ions are enabled by clearing the I A32_MI SC_ENABLES[ bit  23]  at

the t im e of Stop-Clock assert ion, an xTPR update t ransact ion cycle m ay be issued to

the FSB after the processor has issued a Stop Grant  Acknowledge t ransact ion.

I m p l icat ion : When this erratum  occurs in systems using C-states C2 (Stop-Grant  State)  and higher

the result  could be a system  hang.

W or k ar ou n d :The I A32 firmware must  leave the xTPR update t ransact ions disabled (default ) .

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN1 7 . Th e Pr ocesso r  May  Rep or t  a  # TS I n st ead  o f  a  # GP Fau l t

Pr ob lem : A jump to a busy TSS (Task-State Segment )  m ay cause a # TS ( invalid TSS except ion)

instead of a # GP fault  (general protect ion except ion) .

I m p l icat ion : Operat ing system s that  access a busy TSS m ay get  invalid TSS fault  instead of a # GP

fault . I ntel has not  observed this erratum  with any comm ercially available software.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN1 8 . W r i t in g  t h e Loca l  Vect o r  Tab le ( LVT)  w h en  an  I n t er r u p t  i s Pen d in g  
May  Cau se an  Un ex p ect ed  I n t er r u p t

Pr ob lem : I f a local interrupt  is pending when the LVT ent ry is writ ten, an interrupt  m ay be taken

on the new interrupt  vector even if the m ask bit  is set .

I m p l icat ion : An interrupt  m ay im m ediately be generated with the new vector when a LVT ent ry is

writ ten, even if the new LVT ent ry has the mask bit  set . I f there is no I nterrupt  Service

Rout ine ( I SR)  set  up for that  vector the system will GP fault . I f the I SR does not  do an

End of I nterrupt  (EOI )  the bit  for the vector will be left  set  in the in-service register and

m ask all interrupts at  the sam e or lower pr ior ity.

W or k ar ou n d :Any vector program m ed into an LVT ent ry m ust  have an I SR associated with it ,  even if

that  vector was program m ed as m asked. This I SR rout ine m ust  do an EOI  to clear any

unexpected interrupts that  m ay occur. The I SR associated with the spurious vector

does not  generate an EOI , therefore the spurious vector should not  be used when

writ ing the LVT.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .
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BN1 9 . MOV To / Fr om  Deb u g  Reg ist er s Cau ses Deb u g  Ex cep t ion

Pr ob lem : When in V86 mode, if a MOV inst ruct ion is executed to/ from  a debug registers, a

general-protect ion except ion (# GP)  should be generated. However, in the case when

the general detect  enable flag (GD)  bit  is set , the observed behavior is that  a debug

except ion (# DB)  is generated instead.

I m p l icat ion : With debug- register protect ion enabled ( i.e., the GD bit  set ) , when at tem pt ing to

execute a MOV on debug registers in V86 mode, a debug except ion will be generated

instead of the expected general-protect ion fault .

W or k ar ou n d : I n general, operat ing systems do not  set  the GD bit  when they are in V86 mode. The

GD bit  is generally set  and used by debuggers. The debug except ion handler should

check that  the except ion did not  occur in V86 mode before cont inuing. I f the except ion

did occur in V86 m ode, the except ion m ay be directed to the general-protect ion

except ion handler.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN2 0 . Usin g  2 M/ 4 M Pag es W h en  A2 0 M#  I s Asser t ed  May  Resu l t  in  I n co r r ect  
Ad d r ess Tr an sla t ion s

Pr ob lem : An external A20M#  pin if enabled forces address Bit  20 to be m asked ( forced to zero)

to em ulates real-address m ode address wraparound at  1 m egabyte. However, if all of

the following condit ions are met , address Bit  20 may not  be masked.

• Paging is enabled

• Linear address has bit-20 set

• Address references a large page

• A20M#  is enabled

I m p l icat ion : When A20M#  is enabled and an address references a large page the result ing

t ranslated physical address may be incorrect . This erratum  has not  been observed with

any com m ercially-available operat ing system .

W or k ar ou n d :Operat ing system s should not  allow A20M#  to be enabled if the m asking of address Bit

20 could be applied to an address that  references a large page. A20M#  is normally only

used with the first  m egabyte of mem ory.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN2 1 . Valu es f o r  LBR/ BTS/ BTM w i l l  b e I n co r r ect  a f t er  an  Ex i t  f r om  SMM

Pr ob lem : After a return from  SMM (System  Managem ent  Mode) , the CPU will incorrect ly update

the LBR (Last  Branch Record)  and the BTS (Branch Trace Store) , hence rendering their

data invalid. The corresponding data if sent  out  as a BTM on the system  bus will also be

incorrect .

Not e: This issue would only occur when one of the three above-ment ioned debug support  

facilit ies are used.

I m p l icat ion : The value of the LBR, BTS, and BTM immediately after an RSM operat ion should not  be

used.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .
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BN2 2 . I n co r r ect  Ad d r ess Com p u t ed  Fo r  Last  By t e o f  FXSAVE/ FXRSTOR 
I m ag e Lead s t o  Par t ia l  Mem or y  Up d at e

Pr ob lem : A part ial m em ory state save of the 512-byte FXSAVE im age or a part ial m em ory state

restore of the FXRSTOR im age may occur if a memory address exceeds the 64-KB lim it

while the processor is operat ing in 16-bit  mode or if a memory address exceeds the 4-

GB lim it  while the processor is operat ing in 32-bit  m ode.

I m p l icat ion : FXSAVE/ FXRSTOR will incur a # GP fault  due to the memory lim it  violat ion as expected

but  the memory state may be only part ially saved or restored.

W or k ar ou n d :Software should avoid m em ory accesses that  wrap around the respect ive 16-bit  and

32-bit  m ode m em ory lim its.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN2 3 . A Th er m al  I n t er r u p t  i s No t  Gen er at ed  w h en  t h e Cu r r en t  Tem p er at u r e 
i s I n v a l id

Pr ob lem : When the DTS (Digital Thermal Sensor)  crosses one of its program m ed thresholds it

generates an interrupt  and logs the event  ( I A32_THERM_STATUS MSR (019Ch)  bits

[ 9,7] ) . Due to this erratum , if the DTS reaches an invalid temperature (as indicated

I A32_THERM_STATUS MSR bit [ 31] )  it  does not  generate an interrupt  even if one of the

program m ed thresholds is crossed and the corresponding log bits becom e set .

I m p l icat ion : When the temperature reaches an invalid temperature the CPU does not  generate a

Thermal interrupt  even if a programmed threshold is crossed.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN2 4 . Pr og r am m in g  t h e Dig i t a l  Th er m al  Sen so r  ( DTS)  Th r esh o ld  May  Cau se 
Un ex p ect ed  Th er m al  I n t er r u p t s

Pr ob lem : Software can enable DTS thermal interrupts by program m ing the therm al threshold

and set t ing the respect ive thermal interrupt  enable bit . When program ming DTS value,

the previous DTS threshold m ay be crossed. This will generate an unexpected therm al

interrupt .

I m p l icat ion : Software may observe an unexpected thermal interrupt  occur after reprogram ming the

therm al threshold.

W or k ar ou n d : I n the ACPI / OS implement  a workaround by temporarily disabling the DTS threshold

interrupt  before updat ing the DTS threshold value.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN2 5 . Ret u r n in g  t o  Real  Mod e f r om  SMM w i t h  EFLAGS.VM Set  May  Resu l t  i n  
Un p r ed ict ab le  Sy st em  Beh av io r

Pr ob lem : Returning back from  SMM m ode into real mode while EFLAGS.VM is set  in SMRAM may

result  in unpredictable system  behavior.

I m p l icat ion : I f SMM software changes the values of the EFLAGS.VM in SMRAM, it  may result  in

unpredictable system  behavior. I ntel has not  observed this behavior in commercially

available software.

W or k ar ou n d :SMM software should not  change the value of EFLAGS.VM in SMRAM.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .
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BN2 6 . Fau l t  on  ENTER I n st r u ct ion  May  Resu l t  in  Un ex p ect ed  Valu es on  St ack  
Fr am e

Pr ob lem : The ENTER inst ruct ion is used to create a procedure stack frame. Due to this erratum ,

if execut ion of the ENTER inst ruct ion results in a fault ,  the dynam ic storage area of the

resultant  stack fram e m ay contain unexpected values ( that  is, residual stack data as a

result  of processing the fault ) .

I m p l icat ion : Data in the created stack frame m ay be altered following a fault  on the ENTER

inst ruct ion. Please refer to “Procedure Calls For Block-St ructured Languages”  in the

I ntel®  64 and I A-32 Architectures Software Developer’s Manual-Vol.1,  Basic

Architecture,  for inform at ion on the usage of the ENTER inst ruct ions. This erratum  is

not  expected to occur in Ring-3. Faults are usually processed in Ring-0 and stack switch

occurs when t ransferr ing to Ring-0. I ntel has not  observed this erratum  on any

com m ercially available software.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN2 7 . W i t h  TF ( Tr ap  Flag )  Asser t ed , FP I n st r u ct ion  Th at  Tr ig g er s an  
Un m ask ed  FP Ex cep t ion  May  Tak e Sin g le St ep  Tr ap  b ef o r e Ret i r em en t  
o f  I n st r u ct ion

Pr ob lem : I f an FP inst ruct ion generates an unm asked except ion with the EFLAGS.TF= 1, it  is

possible for external events to occur, including a t ransit ion to a lower power state.

When resum ing from  the lower power state, it  may be possible to take the single step

t rap before the execut ion of the original FP inst ruct ion com pletes.

I m p l icat ion : A single step t rap will be taken when not  expected.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .
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BN2 8 . An  En ab led  Deb u g  Br eak p o in t  o r  Sin g le St ep  Tr ap  May  Be Tak en  af t er  
MOV SS/ POP SS I n st r u ct ion  i f  i t  i s  Fo l low ed  b y  an  I n st r u ct ion  Th at  
Sig n a ls a  Floa t in g  Po in t  Ex cep t ion

Pr ob lem : A MOV SS/ POP SS inst ruct ion should inhibit  all interrupts including debug breakpoints

unt il after execut ion of the following inst ruct ion. This is intended to allow the sequent ial

execut ion of MOV SS/ POP SS and MOV [ r/ e] SP, [ r / e] BP inst ruct ions without  having an

invalid stack during interrupt  handling. However, an enabled debug breakpoint  or single

step t rap m ay be taken after MOV SS/ POP SS if this inst ruct ion is followed by an

inst ruct ion that  signals a float ing point  except ion rather than a MOV [ r/ e] SP, [ r / e] BP

inst ruct ion. This results in a debug except ion being signaled on an unexpected

inst ruct ion boundary since the MOV SS/ POP SS and the following inst ruct ion should be

executed atom ically.

I m p l icat ion : This can result  in incorrect  signaling of a debug except ion and possibly a m ismatched

Stack Segment  and Stack Pointer. I f MOV SS/ POP SS is not  followed by a MOV [ r/ e] SP,

[ r / e] BP, there may be a m ismatched Stack Segm ent  and Stack Pointer on any

except ion. I ntel has not  observed this erratum  with any commercially available

software, or system .

W or k ar ou n d :As recom m ended in the I ntel®  64 and I A-32 Architectures Software Developer’s

Manual,  the use of MOV SS/ POP SS in conjunct ion with MOV [ r/ e] SP and [ r / e] BP will

avoid the failure since the MOV [ r/ e] SP and [ r / e] BP will not  generate a float ing point

except ion. Developers of debug tools should be aware of the potent ial incorrect  debug

event  signaling created by this erratum .

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN2 9 . Cod e Seg m en t  Lim i t / Can on ica l  Fau l t s on  RSM May  b e Ser v iced  b ef o r e 
H ig h er  Pr io r i t y  I n t er r u p t s/ Ex cep t ion s an d  May  Pu sh  t h e W r on g  
Ad d r ess On t o  t h e St ack

Pr ob lem : Norm ally, when the processor encounters a Segm ent  Lim it  or Canonical Fault  due to

code execut ion, a # GP (General Protect ion Except ion)  fault  is generated after all higher

prior ity interrupts and except ions are serviced. Due to this erratum , if RSM (Resume

from  System  Managem ent  Mode)  returns to execut ion flow that  results in a Code

Segm ent  Lim it  or Canonical Fault , the # GP fault  may be serviced before a higher

prior ity I nterrupt  or Except ion ( for example NMI  (Non-Maskable I nterrupt ) , Debug

break(# DB) , Machine Check (# MC) , etc.) .  I f the RSM at tem pts to return to a non-

canonical address, the address pushed onto the stack for this # GP fault  m ay not  m atch

the non-canonical address that  caused the fault .

I m p l icat ion : Operat ing system s m ay observe a # GP fault  being serviced before higher-prior ity

interrupts and except ions. I ntel has not  observed this erratum on any commercially-

available software.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .
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BN3 0 . BTS ( Br an ch  Tr ace St o r e)  an d  PEBS ( Pr ecise Ev en t  Based  Sam p l in g )  
May  Up d at e Mem or y  ou t sid e t h e BTS/ PEBS Bu f f er

Pr ob lem : I f the BTS/ PEBS buffer is defined such that :

• The difference between BTS/ PEBS buffer base and BTS/ PEBS absolute maximum is 

not  an integer m ult iple of the corresponding record sizes

• BTS/ PEBS absolute m axim um  is less than a record size from  the end of the vir tual 

address space

• The record that  would cross BTS/ PEBS absolute maximum will also cont inue past  

the end of the vir tual address space

A BTS/ PEBS record can be writ ten that  will wrap at  the 4-G boundary ( I A32)  or 2^ 64 

boundary (EM64T mode) , and write memory outside of the BTS/ PEBS buffer.

I m p l icat ion : Software that  uses BTS/ PEBS near the 4G boundary ( I A32)  or 2^ 64 boundary (EM64T

mode) , and defines the buffer such that  it  does not  hold an integer m ult iple of records

can update memory outside the BTS/ PEBS buffer.

W or k ar ou n d :Define BTS/ PEBS buffer such that  BTS/ PEBS absolute m axim um  m inus BTS/ PEBS

buffer base is integer mult iple of the corresponding record sizes as recommended in

the I ntel®  64 and I A-32 Architectures Software Developer’s Manual, Volume 3.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN3 1 . Sin g le St ep  I n t er r u p t s w i t h  Floa t in g  Po in t  Ex cep t ion  Pen d in g  May  Be 
Mish an d led

Pr ob lem : I n certain circum stances, when a float ing point  except ion (# MF)  is pending during

single-step execut ion, processing of the single-step debug except ion (# DB)  may be

m ishandled.

I m p l icat ion : When this erratum  occurs, # DB will be incorrect ly handled as follows:

• # DB is signaled before the pending higher prior ity # MF ( I nterrupt  16)

• # DB is generated twice on the sam e inst ruct ion

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .
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BN3 2 . Un sy n ch r on ized  Cr oss- Mod i f y in g  Cod e Op er at ion s Can  Cau se 
Un ex p ect ed  I n st r u ct ion  Ex ecu t ion  Resu l t s

Pr ob lem : The act  of one processor, or system  bus m aster, writ ing data into a current ly execut ing

code segm ent  of a second processor with the intent  of having the second processor

execute that  data as code is called cross-modifying code (XMC) . XMC that  does not

force the second processor to execute a synchronizing inst ruct ion, pr ior to execut ion of

the new code, is called unsynchronized XMC. Software using unsynchronized XMC to

m odify the inst ruct ion byte st ream  of a processor can see unexpected or unpredictable

execut ion behavior from  the processor ( that  is, execut ing the modified code) .

I m p l icat ion : I n this case, the phrase “unexpected or unpredictable execut ion behavior”

encompasses the generat ion of most  of the except ions listed in the I ntel®  64 and I A-

32 Architectures Software Developer’s Manual, Volume 3A:  System Programming

Guide,  including a General Protect ion Fault  (# GP)  or other unexpected behaviors.

W or k ar ou n d : I n order to avoid this erratum, program m ers should use the XMC synchronizat ion

algorithm  as detailed in the I ntel®  64 and I A-32 Architectures Software Developer’s

Manual, Volume 3A:  System  Program ming Guide, Sect ion:  Handling Self-  and Cross-

Modifying Code.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN3 3 . Th e er r a t u m  n o t  ap p l i cab le t h er ef o r e r em ov ed

BN3 4 . Pr ocesso r  Th r o t t l i n g  a t  8 7 .5 %  May  Cau se Sy st em  Han g

Pr ob lem : At  certain processor core rat ios, a request  for 87.5%  throt t ling (on-dem and clock

m odulat ion duty cycle)  m ay cause the processor to hang.

I m p l icat ion : Due to this erratum , the system  may hang.

W or k ar ou n d :A Power Managem ent  Unit  firmware code change has been ident ified and may be

im plemented as a workaround for this erratum . Throt t ling at  87.5%  will not  be

supported and any requests for 87.5%  will be re-directed to 75% .

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN3 5 . THERMTRI P#  W i l l  No t  Asser t  Pr io r  t o  RESET#  De- asser t ion

Pr ob lem : Potent ially catast rophic tem perature should be detected and signaled using the

THERMTRI P#  mechanism  after PWRGD assert ion. Due to this erratum, THERMTRI P#

funct ionality is not  supported during the period from  PWRGD assert ion to RESET#  de-

assert ion. After RESET#  de-assert ion, THERMTRI P#  funct ions correct ly.

I m p l icat ion : Due to this erratum , THERMTRI P#  will not  funct ion unt il after RESET#  de-assert ion.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .
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BN3 6 . Ex t er n a l  STPCLK#  Th r o t t l i n g  May  cau se Sy st em  Han g  Du r in g  Th er m al  
Ev en t

Pr ob lem : During a TM1 thermal event  when external STPCLK#  throt t ling is enabled through

software, the t ime between STPCLK#  assert ion and STOP GRANT may not  be enough

for the processor to de-assert  STPCLK#  and execute inst ruct ions.

I m p l icat ion : When this erratum occurs, the system will hang.

W or k ar ou n d :Software should not  enable software-cont rolled STPCLK#  throt t ling.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN3 7 . C6  Req u est  May  Cau se a  Mach in e Ch eck  i f  t h e Ot h er  Log ica l  Pr ocesso r  
is in  C4  o r  C6

Pr ob lem : A m achine check m ay be generated if a logical processor requests the C6 C-state and

the other logical processor is in either C4 or C6 C-states.

I m p l icat ion : This erratum  m ay result  in unexpected m achine-check except ions.

W or k ar ou n d : I t  is possible for the BI OS to contain a workaround for this erratum .

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN3 8 . EOI  Tr an sact ion  May  No t  b e Sen t  i f  So f t w ar e En t er s Co r e C6  Du r in g  an  
I n t er r u p t  Ser v ice Rou t in e

Pr ob lem : I f core C6 is entered after the start  of an interrupt  service rout ine but  before a write to

the API C EOI  (End of I nterrupt )  register, and the core is woken up by an event  other

than a fixed interrupt  source the core may drop the EOI  t ransact ion the next  t ime API C

EOI  register is writ ten and further interrupts from  the sam e or lower pr ior ity level will

be blocked.

I m p l icat ion : EOI  t ransact ions may be lost  and interrupts may be blocked when core C6 is used

during interrupt  service rout ines.

W or k ar ou n d :Software should check the I SR register and enter CD1 only if any interrupt  is in service 

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .

BN3 9 . I n t eg r at ed  Gr ap h ic Un i t  Does No t  Au t om at ica l l y  Disab le Leg acy  PCI  
I n t er r u p t s W h en  MSI  Ar e En ab led

Pr ob lem : The integrated graphic unit  fails to disable legacy PCI  interrupts when MSI  (Message

Signaled I nterrupts)  are enabled.

I m p l icat ion : Due to this erratum , the processor will fail to be com pliant  with the PCI  specificat ion.

This erratum does not  apply to operat ing systems that  cannot  enable MSI  or explicit ly

disable legacy PCI  interrupts when MSI  are enabled.

W or k ar ou n d :None ident ified.

St at u s: For the steppings affected, see the ”Errata Sum m ary Table” .
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BN4 0 . Ou t b ou n d  MSI  f r om  Th e PMU May  Resu l t  in  Liv e Lock  An d  / o r  Sy st em  
Han g  W h en  Sim u l t an eou sly  Occu r r in g  W i t h  an  I n b ou n d  I / O Read

Pr ob lem : The Power Managem ent  Unit  (PMU)  is capable of generat ing Message Signaled

I nterrupts (MSI )  to the processor. I n specific corner cases, an outbound MSI  from  the

PMU may occur simultaneously with an inbound I / O read and m ay result  in live lock

and/ or a system hang.

I m p l icat ion : When this erratum  occurs, the processor m ay live lock and/ or result  in a system  hang.

The PMU will not  be able to support  MSI  for display power up and therm  t r ip events.

W or k ar ou n d : I t  is possible for the firmware and graphics dr iver to contain a workaround for this

erratum . With this workaround, the PMU MSI s will be disabled and hence PMU

supported therm  t r ip feature will not  be available.

St at u s: For the steppings affected, see the ”Errata Summ ary Table” .

BN4 1 . Com p lex  Con d i t ion s Associa t ed  W i t h  I n st r u ct ion  Pag e Rem ap p in g  o r  
Sel f / Cr oss- Mod i f y in g  Cod e Ex ecu t ion  May  Lead  t o  Un p r ed ict ab le 
Sy st em  Beh av io r

Pr ob lem : Under a Com plex set  of internal condit ions, inst ruct ion page remapping, or self/ cross

modifying code events may lead to unpredictable system  behavior.

I m p l icat ion : Due to this Erratum , unpredictable system behavior m ay be observed. I ntel has not

observed this erratum  with any com m ercially available software.

W or k ar ou n d :None ident ified.

St at u s: For the affected steppings, see the ”Errata Summ ary Table”

BN4 2 . Pag in g  St r u ct u r e En t r y  May  b e Used  Bef o r e Accessed  An d  Di r t y  Flag s 
Ar e Up d at ed

Pr ob lem : I f software modifies a paging st ructure ent ry while the processor is using the ent ry for

linear address t ranslat ion, the processor m ay erroneously use the old value of the ent ry

to form  a t ranslat ion in a TLB (or an ent ry in a paging st ructure cache) . I t  then updates

the ent ry’s new value to set  the accessed flag or dir ty flag. This occurs only if both the

old and new values of the ent ry result  in valid t ranslat ion.

I m p l icat ion : I ncorrect  behavior m ay occur with algorithm s that  atom ically check that  the accessed

flag or the dir ty flag of a paging st ructure ent ry is clear and modify other parts of that

paging st ructure ent ry in a manner that  results in a different  valid t ranslat ion.

W or k ar ou n d :Affected algorithms m ust  ensure that  appropriate TLB invalidat ion is done before

assum ing that  future accesses do not  use t ranslat ions based on the old value of the

paging st ructure ent ry

St at u s: For the affected steppings, see the ”Errata Summ ary Table”

§ 
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Sp eci f i ca t ion  Ch an g es

There are no specificat ion changes in this revision of the specificat ion update.

§ 
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Sp eci f i ca t ion  Clar i f i ca t ion s

There are no specificat ion clar ificat ions in this revision of the specificat ion update.

§ 
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Docu m en t at ion  Ch an g es

There are no document  changes in this revision of the specificat ion update.

§ 
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