8Gb (x16) — DDR4 Synchronous DRAM

INSIGNIS

512M x 16 bit DDR4 Synchronous DRAM

Overview

The DDR4 SDRAM is a high-speed dynamic random-access memory internally organized with eight-banks (2 bank
groups each with 4 banks). The DDR4 SDRAM uses an 8n prefetch architecture to achieve high-speed operation. The
8n prefetch architecture is combined with an interface designed to transfer two data words per clock cycle at the 1/0
pins. A single read or write operation for the DDR4 SDRAM consists of a single 8n-bit wide, four clock data transfer at
the internal DRAM core and eight corresponding n-bit wide, one-half clock cycle data transfers at the 1/0O pins.

Read and write operation to the DDR4 SDRAM are burst oriented, start at a selected location, and continue for a burst
length of eight or a ‘chopped’ burst of four in a programmed sequence. Operation begins with the registration of an
Activate Command, which is then followed by a Read or Write command. The address bits registered coincident with
the Activate Command are used to select the bank and row to be activated (BGO select the bank group; BAO-BA1
select the bank; A0-A15 select the row). The address bits registered coincident with the Read or Write command are
used to select the starting column location for the burst operation, determine if the auto precharge command is to be
issued (via A10), and select BC4 or BL8 mode ‘on the fly’ (via A12) if enabled in the mode register.

Prior to normal operation, the DDR4 SDRAM must be powered up and initialized in a predefined manner. The
following sections provide detailed information covering device reset and initialization, register definition, command

descriptions, and device operation.

Features
e JEDEC Standard Compliant
e Fast clock rate: 1333/1600MHz

e Power supplies:

- Voo & Vpopa=+1.2V £ 0.06V
- Vpp=+2.5V -0.125V / +0.25V
e Operating temperature range:

- Extended Test (ET): Tc = 0~95°C
-Industrial Temp (IT): Tc = -40~95°C
- Automotive (AT): TC = -40~105°C
e Supports JEDEC clock jitter specification
e Bidirectional differential data strobe, DQS &DQS#
o Differential Clock, CK & CK#
e 8 internal banks: 2 groups of 4 banks each
e Separated |0 gating structures by Bank Group
e 8n-bit prefetch architecture
e Precharge & Active power down
o Auto Refresh and Self Refresh
e Low-power auto self refresh (LPASR)
o Self Refresh Abort
o Fine Granularity Refresh
o Write Leveling
e DQ Training via MPR
e Programmable preamble is supported both of 1tCK and
2tCK mode
e Command/Address (CA) Parity
e Data bus write cyclic redundancy check (CRC)
e Boundary Scan Mode

e Internal Vrerpq Training

e Read Preamble Training

e Control Gear Down Mode

e Per DRAM Addressability (PDA)

e Output Driver Impedance Control

e Dynamic ODT (Rt1_rark & RTT_nom & RTT1_wR)

e Input Data Mask (DM) and Data Bus Inversion (DBI)

e ZQ Calibration

e Command/Address latency (CAL)

e Asynchronous Reset

e DLL enable/disable

e Burst Length (BL8/BC4/BC4 or 8 on the fly)

e Burst type: Sequential / Interleave

e CAS Latency (CL)

e CAS Write Latency (CWL)

e Additive Latency (AL): 0, CL-1, CL-2

e Average refresh period
- 8192 cycles/64ms (7.8us at -40°C = Tc = +85°C)
- 8192 cycles/32ms (3.9us at +85°C = Tc = +95°C)
- 8192 cycles/16ms (1.95us at +95°C = TC = +105°C)

e Data Interface: Pseudo Open Drain (POD)

e RoHS compliant

e Hard post package repair (hPPR)

e Soft post package repair (SPPR)

e 96-ball 7.5 x 13 x 1.2mm FBGA package
- Pb and Halogen Free

DISCLAIMER: All product, product specifications, and data are subject to change without notice to improve reliability, function or design, or otherwise. The
information provided herein is correct to the best of Insignis Technology Corporation’s knowledge. No liability for any errors, facts or opinions is accepted.
Customers must satisfy themselves as to the suitability of this product for their application. No responsibility for any loss as a result of any person placing reliance

on any material contained herein will be accepted.
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8Gb (x16) DDR4 Synchronous DRAM

How to Order

512Mx16 — NDQ86P

Function | Density | 10 Pkg Pkg Size Speed & Option INSIGNIS PART
Width | Type Latency NUMBER:
DDR4 8Gb x16 FBGA | 7.5x13 (x1.2) 2666-19-19-19* | Extended Test NDQ86PFI-7NET
DDR4 8Gb x16 FBGA | 7.5x13 (x1.2) 2666-19-19-19* | Industrial Temp NDQS86PFI-7NIT
DDR4 8Gb x16 FBGA | 7.5x13 (x1.2) 2666-19-19-19* | Automotive Temp | NDQ86PFI-7NAT
DDR4 8Gb x16 FBGA | 7.5x13 (x1.2) 3200-22-22-22* | Extended Test NDQ86PFI-6NET
DDR4 8Gb x16 FBGA | 7.5x13 (x1.2) 3200-22-22-22* | Industrial Temp NDQS86PFI-6NIT
DDR4 8Gb x16 FBGA | 7.5x13 (x1.2) 3200-22-22-22* | Automotive Temp | NDQ86PFI-6NAT

* Backward compatible with slower speed rates.

Visit: http://insignis-tech.com/how-to-buy
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8Gb (x16) DDR4 Synchronous DRAM

512Mx16 — NDQ86P

Table 1. Speed Grade Information

Speed Grade Clock Frequency | CAS Latency treo (NS) tre (nS)
DDR4-2666 1333MHz 19 14.25 14.25
DDR4-3200 1600MHz 22 13.75 18.75

Figure 1. Ball Assignment (FBGA Top View)
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Figure 2. Block Diagram
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 3. State Diagram

This simplified State Diagram is intended to provide an overview of the possible state transitions and the commands to
control them. In particular, situations involving more than one bank, the enabling or disabling of on-die termination,
and some other events are not captured in full detail.
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RESET = Start RESET procedure

POE = Enter Power-down
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MPR = Mulli-Purpose Register

PODA = Per DRAM Addressability
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Ball Descriptions

Table 2. Ball Details

Symbol

Type

Description

CK, CK#

Input

Clock: CK and CK# are differential clock inputs. All control and address input signals
are sampled on the crossing of the positive edge of CK and the negative edge of
CK#.

CKE

Input

Clock Enable: CKE high activates, and CKE low deactivates, internal clock signals
and device input buffers and output drivers. Taking CKE low provides Precharge
Power Down and Self-Refresh operation (all banks idle), or Active Power Down (row
Active in any bank). CKE is asynchronous for Self-Refresh exit. After Vrerca and
Internal DQ Vrer have become stable during the power on and initialization sequence,
they must be maintained during all operations (including Self-Refresh). CKE must be
maintained high throughout read and write accesses. Input buffers, excluding CK,

CK#, ODT and CKE, are disabled during power down. Input buffers, excluding CKE,
are disabled during Self-Refresh.

CS#

Input

Chip Select: All commands are masked when CS# is registered high. CS# provides
for external Rank selection on systems with multiple Ranks. CS# is considered part
of the command code.

OoDT

Input

On Die Termination: ODT (registered high) enables Rtr_nom termination resistance
internal to the DDR4 SDRAM. When enabled, ODT is applied to each DQ, LDQS,
LDQS#, UDQS, UDQS#, LDM, and UDM signal. The ODT pin will be ignored if MR1
is programmed to disable Rtr_nowm.

ACT#

Input

Activation Command Input: ACT# defines the Activation command being entered
along with CS#. The input into RAS#/A16, CAS#/A15 and WE#/A14 will be considered
as Row Address A16, A15 and A14.

RAS#/A16
CAS#/A15
WE#/A14

Input

Command Inputs: RAS#/A16, CAS#/A15 and WE#/A14 (along with CS#) define the
command being entered. Those pins have multi function. For example, for activation
with ACT# low, those are Addressing like A16, A15 and A14 but for non-activation
command with ACT# high, those are Command pins for Read, Write and other
command defined in command truth table.

LDM#/LDBI#
UDM#/UDBI#

Input /
Output

Input Data Mask and Data Bus Inversion: DM# is an input mask signal for write
data. Input data is masked when DM# is sampled low coincident with that input data
during a Write access. DM# is sampled on both edges of DQS. DM is mixed with DBI
function by Mode Register A10, A11, A12 setting in MR5. DBI# is an input /output
identifying whether to store/output the true or inverted data. If DBI# is low the data will
be stored/output after inversion inside the DDR4 SDRAM and not inverted if DBI# is
high.

BGO

Input

Bank Group Inputs: BGO defines to which bank group an Active, Read, Write or
Precharge command is being applied. BGO also determines which mode register is to
be accessed during a MRS cycle.

BAO-BA1

Input

Bank Address: BAO-BA1 define to which bank an Active, Read, Write, or Precharge
command is being applied. Bank address also determines which mode register is to
be accessed during a MRS cycle.

AO0-A16

Input

Address Inputs: Provide the row address (A0~A15) for Activate Commands and the
column address (A0~A9) for Read/Write commands to select one location out of the
memory array in the respective bank. (A10/AP, A12/BC#, RAS#/A16, CAS#/A15 and
WE#/A14 have

additional functions, see other rows. The address inputs also provide the op-code
during Mode Register Set commands. A15 and A16 are used on some higher densities.

A10/AP

Input

Auto-precharge: A10 is sampled during Read/Write commands to determine whether,
Autoprecharge should be performed to the accessed bank after the Read/Write
operation. (high: Autoprecharge; low: no Autoprecharge). A10 is sampled during a
Precharge command to determine whether the Precharge applies to one bank (A10
low) or all banks (A10 high). If only one bank is to be precharged, the bank is selected
by bank addresses.
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A12/BC#

Input

Burst Chop: A12/BC# is sampled during Read and Write commands to determine if
burst chop (on-the-fly) will be performed. (high, no burst chop; low: burst chopped).
See command truth table for details.

Reset#

Input

Active Low Asynchronous Reset: Reset is active when Reset# is low, and inactive
when Reset# is high. Reset# must be high during normal operation. Reset# is a
CMOS rail-to-rail signal with DC high and low at 80% and 20% of Vbo.

DQO0-DQ15

Input /
Output

Data Input/ Output: Bi-directional data bus. If CRC is enabled via Mode register
then CRC code is added at the end of Data Burst. Any DQ from DQO~DQ3 may
indicate the internal Vrer level during test via Mode Register Setting MR4 A4=high.
During this mode, Rt should be set Hi-Z.

LDQS,
LDQS#,
ubDQs,

UDQSH#

Input /
Output

Data Strobe: output with read data, input with write data. Edge-aligned with read
data, centered in write data. LDQS corresponds to the data on DQO-DQ7; UDQS
corresponds to the data on DQ8-DQ15. The data strobe LDQS and UDQS are paired
with differential signals LDQS#, and UDQS#, respectively, to provide differential pair
signaling to the system during reads and writes. DDR4 SDRAM supports differential
data strobe only and does not support single-ended.

PAR

Input

Command and Address Parity Input: DDR4 Supports Even Parity check in DRAM
with MR setting. Once it's enabled via Register in MR5, then DRAM calculates Parity
with ACT#, RAS#/A16, CAS#/A15, WE#/A14, BGO, BAO-BA1, and A16-A0.

Command and address inputs shall have parity check performed when commands
are latched via the rising edge of CK and when CS# is low.

Alert#

Input /
Output

Alert: It has multi functions such as CRC error flag, Command and Address Parity
error flag as Output signal. If there is error in CRC, then Alert# goes low for the
period time interval and goes back high. If there is error in Command Address Parity
Check, then Alert# goes low for relatively long period until ongoing DRAM internal
recovery transaction to complete. During Connectivity Test mode, this pin works as
input. Using this signal or not is dependent on system. In case of not connected as
Signal, Alert# Pin must be bounded to Vbop on board.

TEN

Input

Connectivity Test Mode Enable: Connectivity Test Mode is active when TEN is
high, and inactive when TEN is low. TEN must be low during normal operation. TEN
is a CMOS rail-to-rail signal with AC high and low at 80% and 20% of Vpp (960mV for
DC high and 240mV for DC low). Using this signal or not is dependent on System.
This pin may be DRAM internally pulled low through a weak pull-down resistor to
Vss.

No Connect: These pins should be left unconnected.

Supply

Power Supply: +1.2V +0.06V.

Supply

Ground

Vbba

Supply

DQ Power Supply: +1.2V +0.06V.

VSSO

Supply

DQ Ground

Vep

Supply

DRAM Activating Power Supply: 2.5V ( 2.375V min, 2.75V max)

VREFCA

Supply

Reference voltage for CA

ZQ

Supply

Reference pin for ZQ calibration.

NOTE: Input only pins (BGO, BA0O-BA1, A0-A16, ACT#, RAS#/A16, CAS#/A15, WE#/A14, CS#, CKE, ODT, and RESET#) do not supply termination.
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Reset and Initialization Procedure
For power-up and reset initialization, in order to prevent DRAM from functioning improperly default values for the
following MR settings need to be defined:

Gear down mode (MR3 A[3]) : 0 = 1/2 Rate

Per DRAM Addressability (MR3 A[4]) : 0 = Disable

CS# to Command/Address Latency (MR4 A[8:6]) : 000 = Disable
CA Parity Latency Mode (MR5 A[2:0]) : 000 = Disable

Hard Post Package Repair mode (MR4 A[13]) : 0 = Disable

Soft Post Package Repair mode (MR4 A[5]) : 0 = Disable

Power-up Initialization Sequence

The following sequence is required for Power up and Initialization:

1.

10.
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Apply power (Reset# and TEN are recommended to be maintained below 0.2 x Vbp; all other inputs may be
undefined). Reset# needs to be maintained below 0.2 x Voo for minimum 200us with stable power and TEN needs
to be maintained below 0.2 x Vop for minimum 700us with stable power. CKE is pulled “Low” anytime before
Reset# being de- asserted (min. time 10ns). The power voltage ramp time between 300mV to Vop,min must be no
greater than 200ms; and during the ramp, Vbp = Vopa and (Vob-Voba) < 0.3 V. Vep must ramp at the same time or
earlier than Vobb and Vee must be equal to or higher than Voo at all times.

During power-up, either of the following conditions may exist and must be met:

Condition A:
¢ Vop and Vopa are driven from a single power converter output, AND
e The voltage levels on all pins other than Voo, Voba, Vss, Vssa must be less than or equal to Voba and Voo on
one side and must be larger than or equal to Vssa and Vss on the other side. In addition, Vrr is limited to 0.76 V
max once power ramp is finished, AND
e Vrerca tracks Voo/2.

Condition B:
o Apply Vop without any slope reversal before or at the same time as Voba
o Apply Vbpa without any slope reversal before or at the same time as V1t & VRerca.
e Apply Vep without any slope reversal before or at the same time as Voo.
e The voltage levels on all pins other than Vob, Vbba, Vss, Vssa must be less than or equal to Voba and Voo on
one side and must be larger than or equal to Vssa and Vss on the otherside.
After Reset# is de-asserted, wait for another 500us until CKE becomes active. During this time, the DRAM will

start internal initialization; this will be done independently of external clocks.

Clocks (CK, CK#) need to be started and stabilized for at least 10ns or 5tck (which is larger) before CKE goes
active. Since CKE is a synchronous signal, the corresponding setup time to clock (tis) must be met. Also a
Deselect command must be registered (with tis set up time to clock) at clock edge Td. Once the CKE registered
“high” after Reset, CKE needs to be continuously registered “high” until the initialization sequence is finished,
including expiration of toLk and tzainit.

The DDR4 SDRAM keeps its on-die termination in high-impedance state as long as Reset# is asserted. Further,
the SDRAM keeps its on-die termination in high impedance state after Reset# deassertion until CKE is registered
high. The ODT input signal may be in undefined state until tis before CKE is registered high. When CKE is
registered high, the ODT input signal may be statically held at either low or high. If Rrr_nowm is to be enabled in MR1
the ODT input signal must be statically held low. In all cases, the ODT input signal remains static until the power
up initialization sequence is finished, including the expiration of toLk and tzainit.

After CKE is being registered high, wait minimum of Reset CKE Exit time, txer, before issuing the first MRS
command to load mode register. (txrr=Max(txs, 5SnCK)]

Issue MRS Command to load MR3 with all application settings (To issue MRS command to MR3, provide “ low” to
BGO, “high” to BA1, BAO)

Issue MRS command to load MR6 with all application settings (To issue MRS command to MR6, provide “low” to
BAO, “high” to BGO, BA1)

Issue MRS command to load MR5 with all application settings (To issue MRS command to MR5, provide “low” to
BA1, “high” to BGO, BAO)

Issue MRS command to load MR4 with all application settings (To issue MRS command to MR4, provide “Low” to
BA1, BAO, “High” to BGO)

Issue MRS command to load MR2 with all application settings (To issue MRS command to MR2, provide “Low” to
BGO, BAO, “High” to BA1)



8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

11. Issue MRS command to load MR1 with all application settings (To issue MRS command to MR1, provide “Low” to
BGO, BA1, “High” to BAQ)

12. Issue MRS command to load MRO with all application settings (To issue MRS command to MRO, provide “Low” to
BGO, BA1, BAQ)

13. Issue ZQCL command to starting ZQ calibration.

14. Wait for both toLik and tzainit completed.

15. The DDR4 SDRAM is now ready for Read/Write training (include Vger training and Write leveling).

Figure 4. RESET# and Initialization Sequence at Power-on Ramping

CH#
CK

VPP

VoD VDG

RESET#

CKE

CMD

Y ]
i1 H : Vi [ i T ! ' fi
: ; H |
1 I i

S y
Y Static LOW in :ns-u Rrr sem is nn.:hlnd atl.vmn T-; ciharaise -:.Iahq: HIGH or LOW \’A'Llﬂ
t 1 i i T i r i e {1

ooT

2 i ) " i ;.. H 7 2, W '

RTT

NOTE 1. From time point “Td"” until "Tk * DES commands must be applied between MRS and ZQCL commands,
NOTE 2. MRS Commands must be issued to all Mode Registers that have defined settings.
2 mime BreaK [JooN'T caRE

VDD Slew rate at Power-up Initialization Sequence

Table 3. VDD Slew Rate

Symbol Min. Max. Units | Notes
Voo_sl 0.004 600 Vims | 1,2
Vpbp_ona - 200 ms 1,3

Notes:
1. Measurement made between 300mv and 80% Vpp minimum.

2. 20 MHz bandlimited measurement.
3. Maximum time to ramp Vpp from 300 mv to Vpp minimum.

Reset Initialization with Stable Power

The following sequence is required for Reset at no power interruption initialization:

1. Asserted Reset# below 0.2 x VDD anytime when reset is needed (all other inputs may be undefined). Reset#
needs to be maintained for minimum tPW_Reset. CKE is pulled "low" before Reset# being de-asserted (min. time
10 ns).

2. Follow steps 2 to 10 in “Power-up Initialization Sequence.”

3. The Reset sequence is now completed, DDR4 SDRAM is ready for Read/Write training (include VREF training
and Write leveling)
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 5. Reset Procedure at Power Stable
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Operation Mode Truth Table

Notes 1, 2, 3 and 4 apply to the entire Command Truth Table.
Note 5 Applies to all Read/Write commands.
[BG=Bank Group Address, BA=Bank Address, RA=Row Address, CA=Column Address, BC#=Burst Chop, X=Don’t

Care, V=Valid].

Table 4. Command Truth Table

. RAS##/|CAS##/| WE#/ BC#/ | A13, | A10/
Function Symbol | CKE:.1| CKE, | CS# | ACT# A6 | A15 | A14 BGO (BAO-1 A2 | A11| AP A0-A9
Mode Register Set MRS H H L H L L L BG BA OP Code
Refresh REF H H L H L L H \ Vv \ \" \ \
Self Refresh Entry SRE H L L H L L H \Y Vv \Y \ Vv Vv
H X X X X X X X X X X
Self Refresh Exit ™1 SRX L H
L H H H H \Y Vv \Y Vv \Y \Y

Single Bank Precharge PRE H H L H L H L BG | BA \Y Vv L \Y
Precharge all Banks PREA H H L H L H L \ \ \ \" H \
RFU RFU H H L H L H H RFU | RFU | RFU | RFU | RFU | RFU
Bank Activate ACT H H L L RA | RA | RA BG | BA| RA | RA | RA | RA
Write (Fixed BL8 or BC4) WR H H L H H L L BG | BA \ \ CA
Write (BC4, on the Fly) WRS4 H H L H H L BG | BA L \ L CA
Write (BL8, on the Fly) WRS8 H H L H H BG | BA H \ CA
Write with Auto Precharge
(Fixed BL8 or BC4) WRA H H L H H L L BG | BA Vv \ H CA
Write with Auto Precharge
(BC4, on the Fly) WRAS4| H H L H H L L BG | BA L \ H CA
Write with Auto Precharge

WRA H H L H H L L B BA H Vv H A
(BL8, on the Fly) S8 G c
Read (Fixed BL8 or BC4) RD H H H H L H BG | BA \ \ CA
Read (BC4, on the Fly) RDS4 H H H H L H BG | BA L \ CA
Read (BLS8, on the Fly) RDS8 H H H H L H BG | BA H \ CA
Read with Auto Precharge
(Fixed BLS or BC4) RDA H H L H H L H BG | BA Vv \ H CA
Read with Auto Precharge

RDAS4 H H L H H L H B BA L Vv H A
(BC4, on the Fly) S G c
Read with Auto Precharge

RDA H H L H H L H B BA H Vv H A
(BL8, on the Fly) S8 G c
No Operation ™ NOP H H L H H H H \Y Vv \Y \ \ \
Device Deselected DES H H H X X X X X X X X X X
Power Down Entry © PDE H L H X X X X X X X X X X
Power Down Exit ¢ PDX L H H X X X X X X X X X X
ZQ calibration Long ZQCL H H L H H H L Vv Vv \Y \" H \Y
ZQ calibration Short ZQCS H H L H H H L \Y Vv \Y Vv L \Y

Note 1. All DDR4 SDRAM commands are defined by states of CS#, ACT#, RAS#/A16, CAS#/A15, WE#/A14 and CKE at the rising edge of the
clock. The MSB of BG, BA, RA and CA are device density and configuration dependent. When ACT# = H; pins RAS#/A16, CAS#/A15, and
WE#/A14 are used as command pins RAS#, CAS#, and WE# respectively. When ACT# = L; pins RAS#/A16, CAS#/A15, and WE#/A14 are
used as address pins A16, A15, and A14 respectively.

Note 2. Reset# is low enable command which will be used only for asynchronous reset so must be maintained high during any function.

Note 3. Bank Group addresses (BG) and Bank addresses (BA) determine which bank within a bank group to be operated upon. For MRS commands
the BG and BA selects the specific Mode Register location.

Note 4. “V” means “H or L (but a defined logic level)’ and “X” means either “defined or undefined (like floating) logic level”.

Note 5. Burst reads or writes cannot be terminated or interrupted and Fixed/on-the-Fly BL will be defined by MRS.

Note 6. The Power Down Mode does not perform any refresh operation.

Note 7. The state of ODT does not affect the states described in this table. The ODT function is not available during Self Refresh.

Note 8. Controller guarantees self refresh exit to be synchronous. )
Note 9. Vpp and Vrer(VRerca) must be maintained during Self Refresh operation.

Note 10. The No Operation (NOP) command may be used only when entering gear-down mode.
Note 11. Refer to the CKE Truth Table for more detail with CKE transition.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Table 5. CKE Truth Table

(1) ) Command n ™ ; @)
[#) -
Current State CKEn-1""| CKEn RAS#. CAS#, WE#, CSt# Action n Notes
L L X Maintain Power-Down 14,15
Power-Down -
L H Deselect Power-Down Exit 11,14
L L X Maintain Self-Refresh 15,16
Self-Refresh -
L H Deselect Self-Refresh Exit 8,12,16
Bank(s) Active H L Deselect Active Power-Down Entry 11,13,14
Reading H L Deselect Power-Down Entry 11,13,14,17
Writing H L Deselect Power-Down Entry 11,13,14,17
Precharging H L Deselect Power-Down Entry 11,13,14,17
Refreshing H L Deselect Precharge Power-Down Entry 11
H L Deselect Precharge Power-Down Entry 11,13,14,18
All Banks Idle
H L Refresh Self-Refresh 9,13,18
See Command Truth Table for additional command details 10
Notes:

1. CKEn is the logic state of CKE at clock edge n; CKEn-1 was the state of CKE at the previous clock edge.
2. Current state is defined as the state of the DDR4 SDRAM immediately prior to clock edge n.
3. Command n is the command registered at clock edge n, and Action n is a result of command n, ODT is not included here.
4. All states and sequences not shown are illegal or reserved unless explicitly described elsewhere in this document.
5. The state of ODT does not affect the states described in this table. The ODT function is not available during Self Refresh.
6. During any CKE transition (registration of CKE H — L or CKE L — H) the CKE level must be maintained until 1nCK prior to tckemin being satisfied
(at which time CKE may transition again).
7. Deselect and NOP are defined in the Command Truth Table.
8. On Self Refresh Exit Deselect commands must be issued on every clock edge occurring during the txs period. Read or ODT commands may be
issued only after txspLL is satisfied.
9. Self Refresh mode can only be entered from the All Banks Idle state.
10. Must be a legal command as defined in the Command Truth Table.
11. Valid commands for Power Down Entry and Exit are Deselect only.
12. Valid commands for Self Refresh Exit are Deselect only, except for Gear Down mode. NOP is allowed for the mode.
13. Self Refresh cannot be entered during Read or Write operations. For a detailed list of restrictions see section “Self-Refresh Operation” and see
section “Power-Down Modes”.
14. The Power Down does not perform any refresh operations.
15. “X” means “don't care” (including floating around Vger) in Self Refresh and Power Down. It also applies to Address pins.
16. Vep and Vrer (Vrerca) must be maintained during Self Refreshoperation.
17. If all banks are closed at the conclusion of the read, write or precharge command, then Precharge Power Down is entered, otherwise Active
Power Down is entered.
18. ‘Idle state’ is defined as all banks are closed (trp, tbaL, etc. satisfied), no data bursts are in progress, CKE is high, and all timings from previous
operations are satisfied (twrp, tmop, trrc, tzainit, tzaoper, tzacs, etc.) as well as all Self Refresh exit and Power Down Exit parameters are satisfied
(txs, txp, etc).
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Programming the Mode Registers

For application flexibility, various functions, features, and modes are programmable in seven Mode Registers, provided
by the DDR4 SDRAM, as user defined variables and they must be programmed via a Mode Register Set (MRS)
command. The mode registers are divided into various fields depending on the functionality and/or modes. As not all
the Mode Registers (MRn) have default values defined, contents of Mode Registers must be initialized and/or re-
initialized, i.e. written, after power up and/or reset for proper operation. Also the contents of the Mode Registers can be
altered by re-executing the MRS command during normal operation. When programming the mode registers, even if
the user chooses to modify only a sub-set of the MRS fields, all address fields within the accessed mode register must
be redefined when the MRS command is issued. MRS command and DLL Reset do not affect array contents, which
means these commands can be executed any time after power-up without affecting the array contents. MRS
Commands can be issued only when DRAM is at idle state. The mode register set command cycle time, tMRD is
required to complete the write operation to the mode register and is the minimum time required between two MRS
commands shown in the tMRD timing figure.

Figure 6. tMRD timing

T0 T T2 Tal Tal Ta2z  TbO Tb1 Tb2 Tb3 T_b4

omo .(m.n;.(mun‘m“ ).(DES }.(m)ﬂ( ;.(m)..( ).( ;.(DEEH
ADDR N"ﬂﬂlﬂ"l’ﬂﬂ"ﬂuDH‘IMIJB'\'M'\'MHWMD'\'M‘?MD'\'M‘?MIDH
CHEI"H"H"";I

Settings Ddd semngs . ",(

Updating $eulngs

MNOTE 1. This timing diagram shows C/A Parity Latency mode is "Disable” case.

NOTE 2. List of MRS commands exception that do not apply 10 tuen /! TIME BREAK - DON'T CARE
- C/A Panty Latency mode

- C5 to Command/Address Labency mode

- Per DRAM Addressability mode

= Wrerng training Value, Vigeog Training mode and Veerng training Range

Some of the Mode Register setting affect to address/command/control input functionality. These case, next MRS
command can be allowed when the function updating by current MRS command completed.

The MRS commands that do not apply tMRD timing to next MRS command. These MRS command input cases have
unique MR setting procedure, so refer to individual function description.

The most MRS command to Non-MRS command delay, tMOD, is required for the DRAM to update the features, and is
the minimum time required from an MRS command to a non-MRS command excluding DES, as shown in the tMOD
timing figure.

Some of the mode register setting cases, function updating takes longer than tMOD. The MRS commands that do not

apply tMOD timing to next valid command excluding DES are listed in Note 2 of the tMOD timing figure. These MRS
command input cases have unique MR setting procedure, so refer to individual function description.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 7. tMOD timing

CMD .(vmulwun“ms" DF_E ' DES ' DES ' BEE H DES ).(vw).(vm'm.n}‘
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Sattings O4d Settings Y Updating Settings X New Settings

NOTE 1. This timing diagram shows CfA Parity Latency mode is “Disable” case /7 TIME BREAK -ng"-r CARE
NOTE 2. List of MRS commands exception that do nol apply 10 tuoo

- OLL Enabie, DLL Resel

- Wrgrpg training Value, internal Vger Monitor, Vasrg Training mode and Vgerng raining Range

- Per DRAM addressability mode

= Maximum power saving mode

- CA Parity mode

Figure 8. ODT Status at MRS affecting ODT turn-on/off timing

CH#
CHK P
cMD ! : — — )t
I I 4—" | ooomot~ 1 u wop H : - e : :
oDt . i e B a
! ff - - ff ! # El.ﬁ. i i
i i i ] i | | Hapc mn :
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] ) | i
o - B, ¥ f—TAK Rroow
: | i 4k i | r— :
' ) "hapc_max : H1ADG_max

NOTE 1. This tming diagram shows CAA Parity Latency mode is "Disable” case.

NOTE 2. When an MRS command meanbionad in this note affects Rrr_uew Wwm on Brmings, Rrrpew  turm off imngs and Rer_gow value,
this means the MR register value changes. The QDT signal should sat (o be low for at least DODTLof =1 clock before their affecting
MRS command 15 issued and remain low until tyee expires, The following MR registers affects Ryr_yew turm on imings, Rrr_ype turm off
timings and Rrr_pcw value and it requires 00T to be low when an MRS command change the MR register value. If thare are no change
the MR regisier value that comespond to commands mentioned in this note, then ODT signal is not require (o be low

- DLL control for pracharge power down

- Additive latency and CAS read |atency

- DLL enable and disable

- CAS write latency
- A Parity mode
- Gear down mode

- R picas

The mode register contents can be changed using the same command and timing requirements during normal operation
as long as the device is in idle state, i.e., all banks are in the precharged state with trp satisfied, all data bursts are
completed and CKE is high prior to writing into the mode register. If Rrr_nom function is intended to change (enable to
disable and vice versa) or already enabled in DRAM MR, ODT signal must be registered Low ensuring Rt7_nom is in
an off state prior to MRS command affecting Rtr_nowm turn-on and off timing. The ODT signal may be registered high
after tmop has expired. ODT signal is a don’t care during MRS command if DRAM Rrt_nom function is disabled in the
mode register prior and after an MRS command.
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Mode Register MRO
Table 6. MRO Definition

Al3 | A12 | A11 | 410 | A9 | AB | AT | AB | AS | A4 | A3 | AZ | A1 | AD

RASE| CASE| WESH

BGO | BAT | BAD | nig | iats | Ata

0 0 0 ] 0 p | 0|0 WR & RTP* [Ftlt_ ™ cL BT | cL BL
|
v ¥ Iv l v
AG DLL Reset AT Test Mode A3 Read Burst Type Al | AD EL
0 Mo 0 Mormal [¥] Sequential 0 0 3 (Fixed)
Yes 1 Interleave 1 BC4 or & (on the fiy)
1 0 BC4 (Fixed)
1 1 Reserved
! I
A1 A10 | A9 WR RTP AG | AS | A4 | AZ CAS Latency

0 0 0 10 3 0 0 0 0 9
0 0 1 12 [ 0 0 0 1 10
0 1 0 14 7 0 0 1 0 11
0 1 1 16 3 0 0 1 1 12
1 0 0 15 9 0 1 0 0 13
1 0 1 20 10 0 1 0 1 14
1 1 1 2 11 0 1 1 0 15
Write Recovery and Read to Precharge for auto precharge 0 1 1 1 16
1 1 0 1 17
1 0 0 0 18
1 1 1 0 19
1 0 0 1 20
1 1 1 1 21
1 0 1 0 22

Note 1. Reserved for future use and must be programmed to 0 during MR.

Note 2. WR (write recovery for autoprecharge)min in clock cycles is calculated following rounding algorithm. The WR value in the
mode register must be programmed to be equal or larger than WRmin. The programmed WR value is used with trp to

determine tpaL.
Note 3. The table shows the encodings for Write Recovery and internal Read command to Precharge command delay. For actual
Write recovery timing, please refer to AC timing table.

CAS Latency

The CAS latency (CL) setting is defined in the MRO Register Definition table. CAS latency is the delay, in clock cycles,
between the internal read command and the availability of the first bit of output data. The device does not support half-
clock latencies. The overall read latency (RL) is defined as additive latency (AL) + CAS latency (CL): RL = AL + CL.

Test Mode

The normal operating mode is selected by MRO[7] and all other bits set to the desired values shown in the MRO
Register Definition table. Programming MRO[7] to a value of 1 places the device into a DRAM manufacturer-defined
test mode to be used only by the manufacturer, not by the end user. No operations or functionality is specified if
MRO[7] = 1.

DLL Reset

The DLL reset bit is self-clearing, meaning that it returns to the value of 0 after the DLL reset function has been issued.
After the DLL is enabled, a subsequent DLL reset should be applied. Any time the DLL reset function is used, toLx
must be met before functions requiring the DLL can be used. (For example, Read commands or ODT synchronous
operations).
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Burst Length, Type and Order

Accesses within a given burst may be programmed to sequential or interleaved order. The burst type is selected via
bit A3 of Mode Register MR0. The ordering of accesses within a burst is determined by the burst length, burst type,
and the starting column address as shown in the following table. The burst length is defined by bits A0-A1 of Mode
Register MRO. Burst length options include fixed BC4, fixed BL8, and ‘on the fly’ which allows BC4 or BL8 to be
selected coincident with the registration of a Read or Write command via A12/BC#.

Table 7. Burst Type and Burst Order

Starting Column Address

Burst type = Sequential

burst type = Interleaved

Burst Length| Read/Write A2 a1 20 (decimal) A3=0 (decimal) A3= Note
0 0 0 0,1,2,3,T,T,1T,T 0,1,2,3,T,T,T,T
0 0 1 1,2,3,0,T,1T,T, T 1,0,3,2,T,T,T, T
0 1 0 2,3,0,1,T,T,T,T 2,3,0,1,T,T,T,T
Read 0 1 1 3,0,1,2,T,T,T,T 3,2,1,0, T, T, T, T 123
4 Chop 1 0 0 4,56,7, T, T, T, T 4,56,7, T, T, T, T T
1 0 1 56,7,4TT,T,T 547,6, T, T, T, T
1 1 0 6,7,4,5TT,T,T 6,7,4,5, T, T, T, T
1 1 1 7,456, 1,T,1T,T 7,6,54 T, T,T,T
Wiite 0 v v 0,1,2,3, X, X, X, X 0.1.23 XX XX (1,24,
1 V V 4,56,7, X, X, X, X 4,5,6,7, X, X, X, X 5
0 0 0 0,1,2,3,4,5,6,7 0,1,2,3,4,5,6,7
0 0 1 1,2,3,0,5,6,7,4 1,0,3,2,5,4,7,6
0 1 0 2,3,0,1,6,7,4,5 2,3,0,1,6,7,4,5
0 i i 3,0,1,2,7,4,5,6 3,2,1,0,7,6,5,4
8 Read T 0 0 4.56,7.0,1,23 4.56,7.0,1,23 2
i 0 i 5,6,7,4,1,2,3,0 5,4,7,6,1,0,3,2
i i 0 6,7,4,5 23,01 6,7,4,5 23,01
i i i 7,4,586,3,0,1,2 7,6,54,3,2,1,0
Write V V V 0,1,2,3,4,5,6,7 0,1,2,3,4,5,6,7 2,4

Notes:

1. In case of burst length being fixed to 4 by MRO setting, the internal write operation starts two clock cycles earlier than for the BL8 mode. This
means that the starting point for tws and twrrs will be pulled in by two clocks. In case of burst length being selected on-the-fly via A12/BC#, the

internal write operation starts at the same point in time like a burst of 8 write operation. This means that during on-the-fly control, the starting

point for twr and twrr will not be pulled in by two clocks.

arwD

X: Don't Care.

0...7 bit number is value of CA[2:0] that causes this bit to be the first read during a burst.
T: Output driver for data and strobes are in high impedance.
V: a valid logic level (0 or 1), but respective buffer input ignores level on input pins.

Write Recovery (WR)/Read-to-Precharge (RTP)

The programmed write recovery (WR) value is used for the auto precharge feature along with trp to determine toa.. WR
for auto precharge (MIN) in clock cycles is calculated by dividing twr (in ns) by tck (in ns) and rounding to the next

integer:

The WR value must be programmed to be equal to or larger than twr (MIN). When both DM and write CRC are
enabled in the mode register, the device calculates CRC before sending the write data into the array; twr values will
change when enabled. If there is a CRC error, the device blocks the Write operation and discards the data.

Internal Read-to-Precharge (RTP) command delay for auto precharge (MIN) in clock cycles is calculated by dividing
trre (in NS) by tek (in ns) and rounding to the next integer: The RTP value in the mode register must be programmed to
be equal to or larger than RTP (MIN). The programmed RTP value is used with trp to determine the ACT timing to the

same bank.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Mode Register MR1

Table 8. MR1 Definition

BGO | BA1 | BA0 [RASHICASKIWER) py3 | at2 [ a11 [a10| A9 | A8 | A7 A6 [ As | A4 | A3 | A2 | A1 | A0
] 0 1 ] 0 0 | 0" |Qof?| 0" Rt wom wL | o' | o ALt ool DLL
|
; —————————————
A12 Croff AT | Write Leveling Enable AD DLL Enable AZ | A1 |Dutput Driver Impedance Caontral
0 | Oulput buffer enabled 0 | Disable 0 Disable o | o RZQIT
1 [owpabraditied) | ¥ |  Ensbie 1 Enabi: i ) R2as
1 0 Reserved
1 1 Resenved
l v
A10 | A9 | AB Rt _nom A4 | A3 | Additive Latency
o | oo Rrr wom Disable o | o0 | O{AL disabled)
0| o0 1 RZQ/4 ol 1| CL-1
0| 1]0 RzQi2 110 | CL-2
0 1 1 RZQ/6 1 1| Reserved
1 0| o rRzan
1 0 1 RZQI5
1 1 0 RZQ/3
1 1 1 RZQ/7

Note 1. Reserved for future use and must be programmed to 0 during MRS.
Note 2. Outputs disabled - DQs, DQSs, DQS#s.

Note 3. States reversed to “0 as Disable” with respect to DDR4.

Note 4. Additive Latency is not supported for x16 device.

DLL Enable/DLL Disable

The DLL must be enabled for normal operation and is required during power-up initialization and upon returning to
normal operation after having the DLL disabled. During normal operation (DLL enabled with MR1[0]) the DLL is
automatically disabled when entering the Self Refresh operation and is automatically re-enabled upon exit of the Self
Refresh operation. Any time the DLL is enabled and subsequently reset, toLk clock cycles must occur before a Read
or Synchronous ODT command can be issued to allow time for the internal clock to be synchronized with the external
clock. Failing to wait for synchronization to occur may result in a violation of the toasck, taon, or taor parameters.

During toLik, CKE must continuously be registered High. The device does not require DLL for any Write operation,
except when Rrr_wn is enabled and the DLL is required for proper ODT operation.

The direct ODT feature is not supported during DLL off mode. The ODT resistors must be disabled by continuously
registering the ODT pin Low and/or by programming the Rrtr_nowm bits MR1[10:8] = 000 via an MRS command during
DLL off mode.

The dynamic ODT feature is not supported in DLL off mode; to disable dynamic ODT externally, use the MRS
command to set Rrt wr, MR2[11:9] = 00.

Output Driver Impedance Control
The output driver impedance of the device is selected by MR1[2:1].
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ODT Rt _nom Values

The device is capable of providing three different termination values: Rrtr_park, Rtt_nom, and Rrr_wr. The nominal
termination value, Rrt_nowm, is programmed in MR1. A separate value, Rtt_wr, may be programmed in MR2 to enable
a unigue Rrr value when ODT is enabled during Write operations. The Rrr_wr value can be applied during Write
commands even when Rrr_nom is disabled. A third Rrr value, Rtr_rark, is programmed in MR5. Rrr_park provides a
termination value when the ODT signal is Low.

Additive Latency

The Additive Latency (AL) operation is supported to make command and data bus efficient for sustainable bandwidths
in the device. In this operation, the device allows a Read or Write command (either with or without auto precharge) to
be issued immediately after the Activate command. The command is held for the time of AL before it is issued inside
the device. Read latency (RL) is controlled by the sum of the AL and CAS latency (CL) register settings. Write latency
(WL) is controlled by the sum of the AL and CAS Write latency (CWL) register settings. Additive Latency is not
supported for x16 device.

Write Leveling

For better signal integrity, the device uses fly-by topology for the commands, addresses, control signals, and clocks.
Fly-by topology benefits from a reduced number of stubs and their lengths, but it causes flight-time skew between
clock and strobe at every DRAM on the DIMM. This makes it difficult for the controller to maintain tDQSS, tDSS, and
tDSH specifications. Therefore, the device supports a write leveling feature that allows the controller to compensate
for skew.

Output Disable

The device outputs may be enabled/disabled by MR1[12] as shown in the MR1 Register Definition table. When
MR1[12] is enabled (MR1[12] = 1) all output pins (such as DQ and DQS) are disconnected from the device, which
removes any loading of the output drivers. For example, this feature may be useful when measuring module power.
For normal operation, set MR1[12] to 0.
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Mode Register MR2

Table 9. MR2 Definition

BGO | BA1 | BAO |Tanr |G | aga | A13 | A12 | A11| A0 | A9 | A8 | A7 | A5 | As | A4 | A3
o | 1o |o|o| oo |Bne Rir we 0" | LPASR CWL
]
¢ !
A2 Write CRC A1 A10 | A8 Rt wr
0 Dizable 0 0 [i] Rt dizabled [Write does not affect Ry valug)
1 Enable 0 0 1 RACW2
0 1 0 RZ0M
0 1 1 Hi-Z
1 0 0 RAC 3
L 4
Operating Data Rate in MTis Operating Data Rate in M'[.fs
A5 A4 23 | owiL for 1 tox Wite Preamble for 2t White Preamble *
1% Set 2 Set 1% Set 2™ Set
0 0 0 9 1600 - - -
0 0 1 10 1866 - - -
0 1 0 11 2133 1600 - -
0 1 1 12 2400 1866 - -
1 0 0 14 2566 2133 2400 -
1 0 1 16 29337 3200 2400 2666 2400
1 1 0 13 - 2666 20933/ 3200 2666
1 1 1 20 - 2933/ 3200 - 2933/ 3200
Y
AT Al Low Power Auto Self Refresh (LPASR)
0 0 Manual Mode - Normal Operating Temperature Range (T -40°C ~ 85°C)
0 1 Manual Mode - Reduced Operating Temperature Range (T -40°C ~ 45°C)
1 0 Manual Mode - Extended Operating Temperaiure Range (Tq: -40°C ~ 95°C)
1 1 ASRE Mode (Auto Self Refresh)

Note 1. Reserved for future use and must be programmed to 0 during MRS.
Note 2. The 2 tcx Write Preamble is valid for DDR4-2400/2666 Speed Grade. For the 2" Set of tckx Write Preamble, no additional CWL is needed.

CAS Write Latency

CAS WRITE latency (CWL) is defined by MR2[5:3] as shown in the MR2 Register Definition table. CWL is the delay,
in clock cycles, between the internal Write command and the availability of the first bit of input data. The device does
not support any half-clock latencies. The overall Write latency (WL) is defined as additive latency (AL) + parity latency
(PL) + CAS write latency (CWL): WL = AL +PL + CWL.

Low-Power Auto Self Refresh

Low-power auto self refresh (LPASR) is supported in the device. Applications requiring Self Refresh operation over
different temperature ranges can use this feature to optimize the IDD6 current for a given temperature range as
specified in the MR2 Register Definition table.

Dynamic ODT

In certain applications and to further enhance signal integrity on the data bus, it is desirable to change the termination
strength of the device without issuing an MRS command. This may be done by configuring the dynamic ODT (Rt wr)
settings in MR2[11:9]. In write leveling mode, only Rt7_nom is available.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Write Cyclic Redundancy Check Data Bus

The write cyclic redundancy check (CRC) data bus feature during writes has been added to the device. When enabled

via the mode register, the data transfer size goes from the normal 8-bit (BL8) frame to a larger 10-bit Ul frame, and the
extra two Uls are used for the CRC information.
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Mode Register MR3
Table 10. MR3 Definition

BG0 | BA1 | BAD F:i'ﬁf %155# Tf?l A3 [ A12 | A1 | AID | AS | AS | AT | A5 | AD | A4 | A3 | A2 | A1 Al
o | e e e o | MR | Mene | Eanen | s |roa | S wen | MIED
4 E—] ' — T
A12] A11 | MPR Read Format A10 | AS | CRC+DM Write Command Latency ™ A1 | AD | MPR Page Selection
0 0 Serial 0 0 4 1o (1600) 0 0 Pagel
0 1 Parallel 0 1 5 toy (1866/21332400/2666) 0 1 Page1
1 0 Staggered 1 ] B o (2933/3200) 1 0 Page?
1 1 Resenved 1 1 RFU 1 1 Page3
v
A3 Geardoem Mode
L J 1] /2 Rate
As | AT | A6 |Fime Granularty Refresh 1 1/4 Rate ¥
0 0 ] Mormal (Fixed 1x) Y A2 MPR Operation
0 0 1 Fixed 2x A4 | Per DRAM Addressability 0 MNormal
0 1 ] Fixed 4x ] Disable 1 Drataflow from'to MPR
0 1 1 Reserved 1 Enable
1 0 0 Reserved ¥y
1 0 1 Enable on the fly 2x A5 Temperature sensor
1 1 ] Enable on the fiy 4x 0 Disable
1 1 1 Reserved 1 Enable

Note 1. Reserved for future use and must be programmed to 0 during MRS.
Note 2. Write Command latency when CRC and DM are both enabled:
e Atless than or equal to 1600 then 4tCK; neither 5tCK nor 6tCK
e At greater than 1600 and less than or equal to 2666 then 5tCK; neither 4tCK nor 6tCK
e At greater than 2666 and less than or equal to 3200 then 6tCK; neither 4tCK nor 5tCK
Note 3. Refer to MPR Data Format table.

Write Command Latency When CRC/DM is Enabled

The Write command latency (WCL) must be set when both Write CRC and DM are enabled for Write CRC persistent
mode. This provides the extra time required when completing a Write burst when Write CRC and DM are enabled.

Fine Granularity Refresh Mode

This mode had been added to DDR4 to help combat the performance penalty due to refresh lockout at high densities.
Shortening trrc and decreasing cycle time allows more accesses to the chip and allows for increased scheduling
flexibility.

Temperature Sensor Status

This mode directs the DRAM to update the temperature sensor status at MPR Page 2, MPRO [4,3]. The temperature
sensor setting should be updated within 32ms; when an MPR read of the temperature sensor status bits occurs, the
temperature sensor status should be no older than 32ms.

Per-DRAM Addressability

The MRS command mask allows programmability of a given device that may be in the same rank (devices sharing the
same command and address signals). As an example, this feature can be used to program different ODT or Vger
values on DRAM devices within a given rank.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Gear-Down Mode

The device defaults in 1/2 rate (1N) clock mode and uses a low frequency MRS command followed by a sync pulse to
align the proper clock edge for operating the control lines CS#, CKE, and ODT when in 1/4 rate (2N) mode. For
operation in 1/2 rate mode, no MRS command or sync pulse is required.

NDQ86PFIv1.1-8Gb(x16)20230605 22

INSIGNIS



Mode Register MR4
Table 11. MR4 Definition

BGO | BAT | BAD I?:'?; ?:'?: vﬁf A13 [ A12 | A1 | A1D | AS [ AS AT AR | AS | A4 | A3 A2 A1 Al
1 0 o | o | o 0 |hPPR |tyere | treme ,t'J,P,',f it :Sfaﬂzfr: CADOR | sper |\ |ToRm|ToRR | o7 | 07
] [ —
* ¥
Al hPPR AR AT Al CAL A2 Temperature Controlled Refresh Range
] Dizable | 1] a Dizablzd ] Mormal
1 Enable a Q 1 3 1 Extended
¥ a 1 a 4 ¥
A10 | Read Preamkle Training Mod= il 1 1 5 A3 Temp=erature Controlled Refresh Mode
a Disable 1 1] il = ] Disable
1 Enable 1 1] 1 g 1 Enzble
v 1 1 ] Resanad ¥
Al Read Preamble 1 1 1 Resened A sPPR
1] 1 tex + 0 Dizabl=
1 2ty Ad Intemnal Wagr Monitor 1 Enable
¥ a Disable ¥
Az Write Freamble 1 Enaklz AD Zelf Refrach Abort
0 1 e ] Disable
2 fox 1 Enable

Note 1. Reserved for future use and must be programmed to 0 during MRS.

Write Preamble

Programmable Write preamble, twere, can be set to 1tck or 2tck via the MR4 register. The 1tck setting is similar to
DDRS3. However, when operating in 2tck Write preamble mode, CWL must be programmed to a value at least 1 clock
greater than the lowest CWL setting supported in the applicable tck range. Some even settings will require addition of
2 clocks. If the alternate longer CWL was used, the additional clocks will not be required.

Read Preamble

Programmable Read preamble trere can be set to 1tck or 2tck via the MR4 register. Both the 1tck and 2tck DDR4
preamble settings are different from that defined for the DDR3 SDRAM. Both DDR4 Read preamble settings may
require the memory controller to train (or read level) its data strobe receivers using the Read preamble training.

Read Preamble Training

Programmable Read preamble training can be set to 1tck or 2tck. This mode can be used by the memory controller to
train or Read level its data strobe receivers.

Temperature-Controlled Refresh

When temperature-controlled refresh mode is enabled, the device may adjust the internal refresh period to be longer
than treri of the normal temperature range by skipping external Refresh commands with the proper gear ratio. For
example, the DRAM temperature sensor detected less than 45°C. Normal temperature mode covers the range of 0°C
to 85°C (ET) or -40°C to 85°C (IT), while the extended temperature range covers 0°C to 95°C (ET), -40°C to 95°C (IT),
or -40°C to 105°C (AT).
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Command Address Latency

Command Address Latency (CAL) is a power savings feature and can be enabled or disabled via the MRS setting.
CAL is defined as the delay in clock cycles (tcaL) between a CS# registered LOW and its corresponding registered
command and address. The value of CAL (in clocks) must be programmed into the mode register and is based on the
roundup (in clocks) of [tck(ns)/tcaL(ns)].

Internal VREF Monitor

The device generates its own internal Vrerpa. This mode may be enabled during Vrerpa training, and when enabled,
VRer, time-short and Vrer, time-long Need to be increased by 10ns if DQO, DQ1, DQ2, or DQ3 have OpF loading. An
additional 15ns per pF of loading is also needed.
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Mode Register MR5
Table 12. MR5 Definition

BGO |BAT | BAD T |Gane | mry A13 | A2 | A11 Al0 | A9 | A3 A7 | A6 | AS A4 [ A3 | A2 A1 | A0
1 e |+ o | o | o 0 |rOEI|wDEI DM |carE Rrr_pank ST Parity | SRC | Gl Parity Latency
! ] ! ] T I I I
{ " 1 |
AB [ CA parity Persistent Error A8 AT | AB R panx A2 At AD PL
] Disable o 0 0 | Ror s Disabled o|o|o Disabled
1 Enakble 1] 0 1 RIZQ4 4] /] 1 4 (180001 368/2133)
* 4] 1 ¥ RZZ 4] 1 4] 5 [2400028488)
AlD Data Mask 4] 1 1 RZE 0 1 1 G [28333200)
o Dizable i ] a RZQM 1 /] L] Resanved
1 Enable 1 ] 1 RZNE 1 4] 1 Brssned,
¥ 1 1 ] RTOE 1 1] o Ressned,
Al Write DBI i 1 1 RIQT 1 1 1 Resenved
1] Disable ¥
1 Enabla A5 OOT Input Buffer during Power Down ™ A4 CiA Parity Error Status Al CRC Error Clear
o OOT input buffer is activated ] Clear 0 Clear
A1Z | Read D8I 1 OOT input buffer is deactivated 1 Emror 1 Error
[} Disable
1 Enable

Note 1. Reserved for future use and must be programmed to 0 during MRS.
Note 2. When RT1T_Nowm Disable is set in MR1, A5 of MR5 will be ignored.

Data Bus Inversion

The Data Bus Inversion (DBI) function has been added to the device and is supported for x16 configurations. The DBI
function shares a common pin with the DM functions. The DBI function applies to both Read and Write operations;
Write DBI cannot be enabled at the same time the DM function is enabled. DBl is not allowed during MPR Read
operation; during an MPR read, the DRAM ignores the read DBI enable setting in MR5 bit A12.

Data Mask

The Data Mask (DM) function, also described as a partial write, has been added to the device and is supported for x16
configurations. The DM function shares a common pin with the DBI functions. The DM function applies only to Write
operations and cannot be enabled at the same time the write DBI function is enabled.

CA Parity Persistent Error Mode

Normal CA parity mode (CA parity persistent mode disabled) no longer performs CA parity checking while the parity
error status bit remains set at 1. However, with CA parity persistent mode enabled, CA parity checking continues to be
performed when the parity error status bit is settoa 1.

ODT Input Buffer for Power-Down

This feature determines whether the ODT input buffer is on or off during power-down. If the input buffer is configured
to be on (enabled during power-down), the ODT input signal must be at a valid logic level. If the input buffer is
configured to be off (disabled during power-down), the ODT input signal may be floating and the device does not
provide Rrt_nom termination. However, the device may provide Rrr_rark termination depending on the MR settings.
This is primarily for additional power savings.
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CA Parity Error Status

The device will set the error status bit to 1 upon detecting a parity error. The parity error status bit remains set at 1
until the device controller clears it explicitly using an MRS command.

CRC Error Clear

The device will set the error status bit to 1 upon detecting a CRC error. The CRC error status bit remains set at 1 until
the device controller clears it explicitly using an MRS command.

CA Parity Latency Mode

CA parity is enabled when a latency value, dependent on tck, is programmed; this accounts for parity calculation delay
internal to the device. The normal state of CA parity is to be disabled. If CA parity is enabled, the device must ensure
there are no parity errors before executing the command. CA parity signal (PAR) covers ACT#, RAS#/A16, CAS#/A15,
WE#/A14, and the address bus including bank address and bank group bits. The control signals CKE, ODT, and CS#
are not included in the parity calculation.
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Mode Register MR6
Table 13. MR6 Definition

BGO | BA1 | BA0 |Tase | hnr | Vaga | A13 | 12 | A1 [ A0 | A9 | A8 | AT | A6 | A5 | A4 | A3 | A2 | A1 | AD

1 1 0 0 0 i o’ torp L 0 o _E;Enﬁ VRR:HFQDED Wrerpo Training Value
{ ' L
L J

A12 | A1 | A10 toco Lmin fto) towrsemin (tow) Maote AB ‘'reroo Range
0 0 i} 4 58T Data rate 21333Mbps 1} Range 1
0 0 1 B 58T 1333Mbps < Data rate 21866Mbps 1 Range 2
0 1 i} B ToE 1866Mbps < Data rate 22400Mbps v
0 1 1 T 1024 2400Mbps < Data rate Z2886Mbps AT Wrerp Training
1 i o g 1024 2866Mbps < Data rate Z23200Mbps 0 Disable
1 a 1 Reserved - Reserved 1 Enabla
1 1 o Reserved - Reserved
1 1 1 Reserved - Reserved
A5:A0 Ranget Range2 A5:A0 Range1 Range2 | A5:A0 Range1 Range2 A5:A0 Range1 Range2
000000 60.00% 45.00% 001101 68.45% 53.45% 011010 76.90% 61.90% 10 0111 85.35% 70.35%
000001 60.65% 45.65% 001110 69.10% 54.10% 011011 77.55% 62.55% 10 1000 86.00% 71.00%
000010 61.30% 46.30% 001111 69.75% 54.75% 011100 78.20% 63.20% 10 1001 86.65% 71.65%
000011 61.95% 46.95% 010000 70.40% 55.40% 011101 78.85% 63.85% 10 1010 87.30% 72.30%
000100 62.60% 47.60% 010001 71.05% 56.05% 011110 79.50% 64.50% 10 1011 87.95% 72.95%
000101 63.25% 48.25% 010010 71.70% 56.70% 01 1111 80.15% 65.15% 10 1100 88.60% 73.60%
000110 63.90% 48.90% 010011 72.35% 57.35% 10 0000 80.80% 65.80% 10 1101 89.25% 74.25%
000111 64.55% 49.55% 010100 73.00% 58.00% 10 0001 81.45% 66.45% 101110 89.90% 74.90%
001000 65.20% 50.20% 010101 73.65% 58.65% 10 0010 82.10% 67.10% 10 1111 90.55% 75.55%
001001 65.85% | 50.85% 010110 74.30% 59.30% 10 0011 82.75% 67.75% 11 0000 91.20% 76.20%
001010 66.50% 51.50% 010111 74.95% 59.95% 10 0100 83.40% 68.40% 11 0001 91.85% 76.85%
001011 67.15% 52.15% 011000 75.60% 60.60% 10 0101 84.05% 69.05% 11 0010 92.50% 77.50%
001100 67.80% | 52.80% 011001 76.25% 61.25% 100110 84.70% 69.70% 11 0011 to 111111 : Reserved

Note 1. Reserved for future use and must be programmed to 0 during MRS

tcco_L Programming

The device controller must program the correct tCCD_L value. tCCD_L will be programmed according to the value
defined per operating frequency in the AC parameter table.

Vrerpa Training Enable

Vrerpa Training is where the device internally generates its own Vrerpa to be used by the DQ input receivers. The
device controller is responsible for setting and calibrating the internal Vrerpa level using an MRS protocol (adjust up,
adjust down, etc.). The procedure is a series of Writes and Reads in conduction with Vrerpa adjustments to optimize and
verify the data eye. Enabling Vrerpa Training must be used whenever values are being written to the MR6[6:0] register.
Vrerpa Training Range

The device defines two Vrerpa calibration ranges: Range 1 and Range 2. Range 1 supports Vrerpa between 60% and
92% of Vppa while Range 2 supports Vrerpa between 45% and 77% of Voba, Range 1 was targeted for module-based
designs and Range 2 was added to target point to-point designs.

Vrerpa Training Value

Fifty settings provide approximately 0.65% of granularity steps sizes for both Range 1 and Range 2 of Vrerpa.
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512Mx16 — NDQ86P
Mode Register MR7: Ignore

The DDR4 SDRAM shall ignore any access to MR7 for all DDR4 SDRAM. Any bit setting within MR7 may not take
any effect in the DDR4 SDRAM.

NDQS86PFIv1.1-8Gb(x16)20230605 28

INSIGNIS

TECHNOLOGY CORPORATION



8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

DLL-off Mode and DLL on/off Switching Procedure
DLI ff switchi I

The DLL-off mode is entered by setting MR1 bit A0 to “0”; this will disable the DLL for subsequent operations until AO
bit is set back to “1”.

13 ” 13 tH

To switch from DLL “on” to DLL “off’ requires the frequency to be changed during Self-Refresh, as outlined in the

following procedure:

1. Starting from Idle state (All banks pre-charged, all timings fulfilled, and DRAMs On-die Termination resistors,

Rrt_nom, must be in high impedance state before MRS to MR1 to disable the DLL.)

Set MR1 bit AO to “0” to disable the DLL.

Wait tmon.

Enter Self Refresh Mode; wait until (tcksre) is satisfied.

Change frequency, following the guidelines in the Input Clock Frequency Change section.

Wait until a stable clock is available for at least (tcksrx) at device inputs.

Starting with the Self Refresh Exit command, CKE must continuously be registered high until all tmop timings from

any MRS command are satisfied. In addition, if any ODT features were enabled in the mode registers when Self

Refresh mode was entered, the ODT signal must continuously be registered LOW until all tmop timings from any

MRS command are satisfied. If Rtt_nom features were disabled in the mode registers when Self Refresh mode was

entered, ODT signal is Don’t Care.

8. Wait txs_Fast OF txs_abort OF txs, then set Mode Registers with appropriate values (especially an update of CL, CWL
and WR may be necessary; a ZQCLcommand may also be issued after txs rast.

e txs Fast : ZQCL, ZQCS, MRS commands. For MRS command, only CL and WR/RTP register in MRO, CWL
register in MR2 and geardown mode in MR3 are allowed to be accessed provided the device is not in per
DRAM addressibility mode. Access to other device mode registers must satisfy txs timing.

e tixs avort : If the MR4 bit A9 is enabled then the device aborts any ongoing refresh and does not increment the
refresh counter. The controller can issue a valid command after a delay of txs_avort. Upon exit from Self-Refresh,
the device requires a minimum of one extra refresh command before it is put back into Self-Refresh Mode.
This requirement remains the same irrespective of the setting of the MRS bit for self refresh abort.

e txs: ACT, PRE, PREA, REF, SRE, PDE, WR, WRS4, WRS8, WRA, WRAS4, WRASS, RD, RDS4, RDS8, RDA,
RDAS4, RDASS8

9. Wait for tmop, then device is ready for next command.

Nooarwd

Figure 9. DLL Switch Sequence from DLL ON to DLL OFF

CK#
CK

CKE

cMD

L s
¥ . ; it . : { T ) T { T

Enter Self Refresh Exit Self Refresh 77 TIME BREAK .DDH*T CARE

NOTES:

1. Starting with Idie State, Ryy in Slabla

2. Disable DLL by setting MR1 BiLAO to O

3. Enter SR

4. Change Frequency

5. Clock must be stabbe logsax

6. Exit SR

7.8.9 Update Mode registers allowed with DLL off parameters selting
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13 th 13 ”

To switch from DLL “off” to DLL “on” (with required frequency change) during Self-Refresh:

1. Starting from Idle state (All banks pre-charged, all timings fulfilled and DRAMs On-die Termination resistors

(Rtt_nom) must be in high impedance state before Self-Refresh mode is entered.)

Enter Self Refresh Mode, wait until tcksre satisfied.

Change frequency, following the guidelines in the Input Clock Frequency Change section.

Wait until a stable clock is available for at least (tcksrx) at device inputs.

Starting with the Self Refresh Exit command, CKE must continuously be registered high until touk timing from

subsequent DLL Reset command is satisfied. In addition, if any ODT features were enabled in the mode registers

when Self Refresh mode was entered, the ODT signal must continuously be registered low until toLLk timings from
subsequent DLL Reset command is satisfied. If Rtr_nom were disabled in the mode registers when Self Refresh
mode was entered, ODT signal is don’t care.

6. Wait txs or txs_asort depending on Bit A9 in MR4, then set MR1 bit A0 to “1” to enable the DLL.

7. Wait twrp, then set MRO bit A8 to “1” to start DLL Reset.

8. Wait tmrp, then set Mode Registers with appropriate values (especially an update of CL, CWL and WR may be
necessary. After tvop satisfied from any proceeding MRS command, a ZQCL command may also be issued
during or after toLik.)

9. Wait for twop, then device is ready for next command. (Remember to wait toLk after DLL Reset before applying
command requiring a locked DLL). In addition, wait also for tzaoper in case a ZQCL command was issued.

gk

Figure 10. DLL Switch Sequence from DLL OFF to DLL ON

Enter Self Refresh Exit Self Refresh 7 TIME BREAK [JJooN'T care

NOTES:

1. Starting with dle State

2. Enter SR

3. Change Frequency

4. Clock must be stable logsax

5. Exit SR

6.7. Set DLL-on by MR AQ= "1

8. Starl DLLResat

9. Update rest MR register vaiues after oy« (Mol shown in the diagram)
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DLL-off Mode
DLL-off mode is entered by setting MR1 bit A0 to “0”; this will disable the DLL for subsequent operations until A0 bit is

set back to “1”. The MR1 A0 bit for DLL control can be switched either during initialization or during self refresh mode.
Refer to the Input Clock Frequency Change section for more details.

The maximum clock frequency for DLL-off Mode is specified by the parameter tckoLL orr. There is no minimum
frequency limit besides the need to satisfy the refresh interval, treri.

Due to latency counter and timing restrictions, only one value of CAS Latency (CL) in MRO and CAS Write Latency
(CWL) in MR2 are supported. The DLL-off mode is only required to support setting of both CL=10 and CWL=9.

DLL-off mode will affect the Read data Clock to Data Strobe relationship (tbasck), but not the Data Strobe to Data
relationship (toasa, tan). Special attention is needed to line up Read data to controller time domain.

Comparing with DLL-on mode, where tbasck starts from the rising clock edge (AL+CL) cycles after the Read command,
the DLL-off mode toasck starts (AL+CL - 1) cycles after the read command. Another difference is that tbasck may not
be small compared to tck (it might even be larger than tck) and the difference between tpoasckmin and toasckmax is
significantly larger than in DLL-on mode. toasckpLL_off) Values are undefined.

The timing relations on DLL-off mode Read operation are shown in the following diagram, where CL = 10, AL = 0, and
BL = 8.

Figure 11. Read operation at DLL-off mode
TG T7 Ta T8 T_‘ll:lI T11 T12 T13 T14

CH#
CH

CMD READ )

# RL=#Le CL=10(CL=10,AL=0)
tt CLe=10

DQSAN_OLL_on —- /—\_/—\\_/—\_/—\\_/_
E:”‘ () (E ) SN (@)@

4 AL (DLL_of)= AL + (CL1) =0 Moascunu o

o on ———— AU\ —

DO o CORCNCRENCNCHENED

Ipascrimi o) _mas

DQSdilf_DLL_off }“w
60_DLLof L ENEEEENENENED

DG DLL_on
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Input Clock Frequency Change

After the device is initialized, the DDR4 SDRAM requires the clock to be “stable” during almost all states of normal
operation. This means that after the clock frequency has been set and is to be in the “stable state”, the clock period is
not allowed to deviate except for what is allowed for by the clock jitter and SSC (spread spectrum clocking)
specifications. The input clock frequency can be changed from one stable clock rate to another stable clock rate only
when in Self- Refresh mode. Outside Self-Refresh mode, it is illegal to change the clock frequency.

After the device has been successfully placed into Self-Refresh mode and tcksre has been satisfied, the state of the
clock becomes a "Don’t Care". Following a "Don’t Care", changing the clock frequency is permissible, provided the
new clock frequency is stable prior to tcksrx. When entering and exiting Self-Refresh mode for the sole purpose of
changing the clock frequency, the Self-Refresh entry and exit specifications must still be met as outlined in Self-
Refresh Operation.

For the new clock frequency, additional MRS commands to MR0O, MR2, MR3, MR4, MR5, and MR6 may need to be
issued to program appropriate CL, CWL, Gear-down mode, Read & Write Preamble, Command Address Latency
(CAL Mode), Command Address Parity (CA Parity Mode), and tcco_L/toLik value.

In particular, the Command Address Parity Latency (PL) must be disabled when the clock rate changes, ie. while in
Self Refresh Mode. For example, if changing the clock rate from DDR4-2133 to DDR4-2666 with CA Parity Mode
enabled, MR5[2:0] must first change from PL = 4 to PL = disable prior to PL = 5. The correct procedure would be to (1)
change PL = 4 to disable via MR5 [2:0], (2) enter Self Refresh Mode, (3) change clock rate from DDR4-2133 to
DDR4-2666, (4) exit Self Refresh Mode, (5) Enable CA Parity Mode setting PL = 5 via MR5 [2:0].

If the MR settings that require additional clocks are updated after the clock rate has been increased, i.e. after exiting
self refresh mode, the required MR settings must be updated prior to removing the DRAM from the idle state, unless
the DRAM is reset. If the DRAM leaves the idle state to enter self refresh mode or ZQ Calibration, the updating of the
required MR settings may be deferred to after the next time the DRAM enters the idle state.

If MRG6 is issued prior to Self Refresh Entry for new toLik value, then DLL will relock automatically at Self Refresh Exit.
However, if MR6 is issued after Self Refresh Entry, then MRO must be issued to reset the DLL.

The device input clock frequency can change only within the minimum and maximum operating frequency specified

for the particular speed grade. Any frequency change below the minimum operating frequency would require the use
of DLL-on mode to DLL-off mode transition sequence. (See DLL on/off switchingprocedure.)
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Write Leveling

For better signal integrity, the DDR4 memory module adopted fly-by topology for the commands, addresses, control
signals, and clocks. The fly-by topology has benefits from reducing number of stubs and their length, but it also
causes flight time skew between clock and strobe at every DRAM on the DIMM. This makes it difficult for the
Controller to maintain tbass, toss, and tosk specification. Therefore, the device supports a write leveling feature to allow
the controller to compensate for skew. This feature may not be required under some system conditions provided the
host can maintain the toass, tbss and tosH specifications.

The memory controller can use the write leveling feature and feedback from the device to adjust the DQS, DQS# to
CK, CK# relationship. The memory controller involved in the leveling must have adjustable delay setting on DQS,
DQSH# to align the rising edge of DQS, DQS# with that of the clock at the DRAM pin. The DRAM asynchronously
feeds back CK, CK#, sampled with the rising edge of DQS, DQS#, through the DQ bus. The controller repeatedly
delays DQS, DQS# until a transition from 0 to 1 is detected. The DQS, DQS# delay established through this exercise
would ensure toass specification.

Besides toass, tpss and tosH specification also needs to be fulfilled. One way to achieve this is to combine the actual
toass in the application with an appropriate duty cycle and jitter on the DQS, DQS# signals. Depending on the actual
toass in the application, the actual values for toast and toasn may have to be better than the absolute limits provided in
the chapter “AC Timing Parameters” in order to satisfy tbss and tosn specification. A conceptual timing of this scheme
is shown below.

Figure 12. Write Leveling Concept

Source

Diff_DQS

N CK#
Destination
1 L CK

Diff_DQS

DQ dor ‘ \ ] X ] X ]
Push DOS o capture 0-1 % /_\_
Diﬁ_DDS transition /_\

(n]8] Dor 1 X 1 X 1 X 1

DQS, DQS# driven by the controller during leveling mode must be terminated by the DRAM based on ranks populated.
Similarly, the DQ bus driven by the DRAM must also be terminated at the controller.

All data bits should carry the leveling feedback to the controller across the DRAM configurations x16. On a x16 device,
both byte lanes should be leveled independently. Therefore, a separate feedback mechanism should be available for each
byte lane. The upper data bits should provide the feedback of the upper diff_DQS(diff_UDQS) to clock relationship
whereas the lower data bits would indicate the lower diff_DQS(diff_LDQS) to clock relationship.
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DRAM [ leveling & DRAM ination function in tf |

512Mx16 — NDQ86P

DRAM enters into Write leveling mode if A7 in MR1 set 'High’ and after finishing leveling, DRAM exits from write
leveling mode if A7 in MR1 set 'Low’ (see the MR setting involved in the leveling procedure table). Note that in write
leveling mode, only DQS terminations are activated and deactivated via ODT pin, unlike normal operation (see the

DRAM termination function in the leveling mode table).

Table 14. MR setting involved in the levelin

g procedure

Function

MR1 Enable Disable
Write leveling enable A7 1 0
Output buffer mode (Qoff) A12 0 1

Table 15. DRAM termination function in the leveling mode

ODT pin @DRAM if Rrr_nowm/park Value is set via MRS

DQS/DQS# termination

DQs termination

RTT?NOM with ODT ngh

on

off

RTT_PARK with ODT Low

on

off

Notes:
1.

In Write Leveling Mode with its output buffer disabled (MR1[bit A7] = 1 with MR1[bit A12] = 1) all Rrr nom@and Ryt park settings are allowed; in

Write Leveling Mode with its output buffer enabled (MR1[bit A7] = 1 with MR1[bit A12] = 0) all Rrr nomand Ryt park Settings are allowed.
2. Dynamic ODT function is not available in Write Leveling Mode. DRAM MR2 bits A[11:9] must be ‘000’ prior to entering Write Leveling Mode.
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Procedure Descrioti

The Memory controller initiates Leveling mode of all DRAMs by setting bit A7 of MR1 to 1. When entering write
leveling mode, the DQ pins are in undefined driving mode. During write leveling mode, only Deselect commands are
allowed, as well as an MRS command to change Qoff bit (MR1[A12]) and an MRS command to exit write leveling
(MR1[A7]). Upon exiting write leveling mode, the MRS command performing the exit (MR1[A7]=0) may also change
the other MR1 bits. Since the controller levels one rank at a time, the output of other ranks must be disabled by setting
MR1 bit A12 to 1. The Controller may assert ODT after tmop, at which time the DRAM is ready to accept the ODT
signal.

The Controller may drive DQS low and DQS# high after a delay of twiLpasen, at which time the DRAM has applied on-
die termination on these signals. After toasL and twuvro, the controller provides a single DQS, DQS# edge which is
used by the DRAM to sample CK — CK# driven from controller. twLmrbmax) timing is controller dependent.

DRAM samples CK — CK# status with rising edge of DQS — DQS# and provides feedback on all the DQ bits
asynchronously after twLo timing. There is a DQ output uncertainty of twLoe defined to allow mismatch on DQ bits. The
twLoe period is defined from the transition of the earliest DQ bit to the corresponding transition of the latest DQ bit.
There are no read strobes (DQS/DQS#) needed for these DQs. Controller samples incoming DQs and decides to
increment or decrement DQS — DQS# delay setting and launches the next DQS — DQS# pulse after some time, which
is controller dependent. Once a 0 to 1 transition is detected, the controller locks DQS — DQS# delay setting and write
leveling is achieved for the device. The following figure shows the timing diagram and parameters for the overall Write
Leveling procedure.

Figure 13. Write Leveling Sequence (DQS capturing CK low at Ta and CK high at Tb)

RTT . " ' il

f i - i
fay o™ ) I Mo ™ hm'1 LTy

oi_pos' — e | reeeerrerreri e e .. ..................................
= . i\ {fﬁ .

Bl L'"J o R b R

B ™ ;
—_— " ik

[ ko

Enehy Do’

[
|
|

[] wvaun o mme sreak ] conTcare

HOTE 4. DDRA SDRAM drives lnveing lesdbock on all DOs
ROTE 2. MRS Load MR b ordar write naling modas
ROTE 3. DES: Degadect
ROTE 4. diff_DOS is the differenbal data strobe (DOS-DOSS). Timing méaronce points are the zoro crossings, BOS is shown with solid lne, DOSS is shown with dotied fna
ROTE 5. CH/CKE CK i shawn wilh sdlid Gank ing, whehs a3 CKR & dramen with dofod Bn
ROTE 6. DS, DOSH s b futfill minimuem pulis width requirorments IDQSH{ming a0d b e @6 défined for rogular Wiiles, the max pulse wifth is syslem dependont
ROTE 7. lsstuue = maxi 24nCK, 15050 WL =9 [CWL =8, AL =0, PL = 0), DODTLon = WL -2=7
ROTE B. fyroomry mast bo sainded tolloaing aquation wisen using QDT

Lotz * buagouimy + COTLON + Lo at OLL = Enable

by ™ lacomesy * lansas! 81 DLL = Disabie

NDQ86PFIv1.1-8Gb(x16)20230605 35 INSIGNIS



8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Write Leveling Mode Exi

The following sequence describes how the Write Leveling Mode should be exited:

1. After the last rising strobe edge (see ~T0), stop driving the strobe signals (see ~Tc0). Note: From now on, DQ
pins are in undefined driving mode, and will remain undefined, until twop after the respective MRS command
(Tet).

2. Drive ODT pin low (tis must be satisfied) and continue registering low (see Tb0).

3. After the Rt is switched off, disable Write Level Mode via MRS command (see Tc2).

4. After tmop is satisfied (Te1), any valid command may be registered. (MRS commands may be issued after tvrp
(Td1).

Figure 14. Write Leveling Exit
T0 1 T2 Ta0 Teo Tct Te2 Tdo Td1 Te0  Tel

ADDR

RTT_NOM
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Al D% by |
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CAL Mode (CS# to Command Address Latency)

DDR4 supports Command Address Latency (CAL) function as a power savings feature. CAL is the delay in clock
cycles between CS# and CMD/ADDR defined by MR4[A8:A6].

CAL gives the DRAM time to enable the CMD/ADDR receivers before a command is issued. Once the command and
the address are latched, the receivers can be disabled. For consecutive commands, the DRAM will keep the receivers
enabled for the duration of the command sequence.

Figure 15. Definition of CAL
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Figure 16. CAL operational timing for consecutive command issues
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MRS Timings with mmand/Addr Laten nabl

When Command/Address latency mode is enabled, users must allow more time for MRS commands to take effect.
When CAL mode is enabled, or being enabled by an MRS command, the earliest the next valid command can be

issued is tmob_caL, where tmop_caL= tmobp + tcaL.

Figure 17. CAL enable timing — tMOD_CAL
Taz2 Tb[l Tb1

Th2

CK# X
CK #
Cs# \ /

& tman CAL

{?“TGDCS#] :X X X”‘“EX XDEEX }(DEEX X”ESX X‘}EE )@D@C

Note 1: MRS command at Ta1 enables CAL mode.
Note 2: tMOD_CAL =tMOD + tCAL.

NDQ86PFIv1.1-8Gb(x16)20230605 37 INSIGNIS



8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 18. tMOD_CAL, MRS to valid command timing with CAL enabled
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MOTES:
1. MRS at Ta1l may or may not modify CAL, tuop ca. is computed based on new tCAL setting.
2. boo_caL = tMoowicaL
Figure 19. CAL enabling MRS to next MRS command, tMRD_CAL
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NOTES:
1. MRS command at Ta1 enables CAL mode
2. tMRD_CAL=tMOD+CAL
Figure 20. tMRD_CAL, mode register cycle time with CAL enabled
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NOTES:
1. MRS at Ta1l may or may not modify CAL, IMRD_CAL is computed based on new ICAL setting.
2. IMRD_CAL=tMOD=+tCAL.
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Figure 21. Self Refresh Entry/Exit Timing with CAL

Ta?

CH= e
CK
CHE
el )
MDD
wilg Co8
ADDR

NOTES: + me BReak [l oonT caRe

1 ICAL » 3nCK, sCPDED = dnlCK, ICKERE = BnOi, ICKSRX » BnCK, DI5_FAST = IRFCEman) + 10nu

2. C58 = H, ACTE = Don't Caste, RASRATE = Don’t Carn, CASALS = Donl Care, WERA 14 = Donl Cane

3 Only MRS (hmilied 1o thoss described in #w Soll. Rofresh Cparaton section). 20CS or 2001 command allowed.

Figure 22. Active Power Down Entry and Exit Timing with CAL
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Figure 23. Refresh Command to Power Down Entry with CAL
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Fine Granularity Refresh Mode

DDR4 supports Command Address Latency (CAL) function as a power savings feature. CAL is the delay in clock
cycles between CS# and CMD/ADDR defined by MR4[A8:A6].

CAL gives the DRAM time to enable the CMD/ADDR receivers before a command is issued. Once the command and
the address are latched, the receivers can be disabled. For consecutive commands, the DRAM will keep the receivers
enabled for the duration of the command sequence.

Mode Register and Command Truth Table

The Refresh cycle time (trrc) and the average Refresh interval (treri) can be programmed by the MRS command. The
appropriate setting in the mode register will set a single set of Refresh cycle time and average Refresh interval for the
device (fixed mode), or allow the dynamic selection of one of two sets of Refresh cycle time and average Refresh

interval for the device (on-the-fly mode). The on-the-fly (OTF) mode must be enabled by MRS before any on-the-fly
Refresh command can be issued.

Table 16. MR3 definition for Fine Granularity Refresh Mode

A8 A7 A6 Fine Granularity Refresh
0 0 0 Normal Mode (Fixed 1x)

0 0 1 Fixed 2x

0 1 0 Fixed 4x

0 1 1 Reserved

1 0 0 Reserved

1 0 1 Enable on the fly 2x

1 1 0 Enable on the fly 4x

1 1 1 Reserved

There are two types of on-the-fly modes (1x/2x and 1x/4x modes) that are selectable by programming the appropriate
values into the mode register. When either of the two on-the-fly modes is selected (‘A8=1’), the device evaluates BGO
bit when a Refresh command is issued, and depending on the status of BGO, it dynamically switches its internal
Refresh configuration between 1x and 2x (or 1x and 4x) modes, and executes the corresponding Refresh operation.

Table 17. Refresh command truth table

Function cs# | AcT# | RapH | CASH | VIE# | Bgo | BAO-1 | At0/AP Aﬁgﬂ]i] ?gf?]
Refresh (Fixed rate) L H L L H Vv \ \ \ ovv
Refresh (on-the-fly 1x) L H L L H L \ \ \ 1VV
Refresh (on-the-fly 2x) L H L L H H Vv Vv Vv 101
Refresh (on-the-fly 4x) L H L L H H Vv Vv Vv 110
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{eer.and trrc parameters

The default Refresh rate mode is fixed 1x mode where Refresh commands should be issued with the normal rate, i.e.,
treri1 = treripase) (for Tcase < 85°C), and the duration of each refresh command is the normal refresh cycle time (trrc1).
In 2x mode (either fixed 2x or on-the-fly 2x mode), Refresh commands should be issued to the device at the double
frequency (treri2 = treripase)/2) Of the normal Refresh rate. In 4x mode, Refresh command rate should be quadrupled

(treri4 = treribase)/4). Per each mode and command type, trrc parameter has different values as defined in the
following table.

The refresh command that should be issued at the normal refresh rate and has the normal refresh cycle duration may
be referred to as a REF1x command. The refresh command that should be issued at the double frequency (treri2 =
treribase)/2) May be referred to as a REF2x command. Finally, the refresh command that should be issued at the
quadruple rate (treri4 = treripase)/4) may be referred to as a REF4x command.

In the Fixed 1x Refresh rate mode, only REF1x commands are permitted. In the Fixed 2x Refresh rate mode, only
REF2x commands are permitted. In the Fixed 4x Refresh rate mode, only REF4x commands are permitted. When the
on-the-fly 1x/2x Refresh rate mode is enabled, both REF1x and REF2x commands are permitted. When the on-the-fly
1x/4x Refresh rate mode is enabled, both REF1x and REF4x commands are permitted.

Table 18. Refresh command truth table

Refresh Mode Parameter 4Gb ot
tREFI(ase) 78 s

treri1 0 0r-40°C < Toase < 85°C tREFI(base) us

1x mode 85°C < Tcase< 95°C theFipase)/2 s
trrc1(min) 350 —

treri2 00r-40°C < Tonse < 85°C tREFI(base)/2 uS

2x mode 85°C < Tease< 95°C tReFI(base)/4 us
trrc2(min) 260 i

toerid 0 or -40°C < Tcase < 85°C theFipase)/4 S

4X mode 85°C < Tcase< 95°C thEFibase)/8 s
trrc4(min) 160 —
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Changing Refresh Rate
If Refresh rate is changed by either MRS or on the fly, new treri and trrc parameters would be applied from the

moment of the rate change. When REF1x command is issued to the DRAM, then trer1 and trrc1 are applied from the
time that the command was issued. when REF2x command is issued, then trer2 and trrc2 should be satisfied.

LT Ezrca imn
s ! A ! & ¥ . .

The following conditions must be satisfied before the Refresh rate can be changed. Otherwise, data retention cannot
be guaranteed.

® Inthe fixed 2x Refresh rate mode or the on-the-fly 1x/2x Refresh mode, an even number of REF2x commands
must be issued because the last change of the Refresh rate mode with an MRS command before the Refresh
rate can be changed by another MRS command.

® In the on-the-fly 1x/2x Refresh rate mode, an even number of REF2x commands must be issuedbetween any
two REF1x commands.

® In the fixed 4x Refresh rate mode or the on-the-fly 1x/4x Refresh mode, a multiple of-four number of REF4x
commands must be issued to the DDR4 SDRAM since the last change of the Refresh rate with an MRS
command before the Refresh rate can be changed by another MRS command.

® Inthe on-the-fly 1x/4x Refresh rate mode, a multiple-of-four number of REF4x commands must be issued
between any two REF1x commands.

There are no special restrictions for the fixed 1x Refresh rate mode. Switching between fixed and on-the-fly modes
keeping the same rate is not regarded as a Refresh rate change.

Usage with Temperature Controlled Refresh mode
If the Temperature Controlled Refresh mode is enabled, then only the normal mode (Fixed 1x mode; MR3 [8:6] = 000)

is allowed. If any other Refresh mode than the normal mode is selected, then the temperature controlled Refresh
mode must be disabled.

Self Refresh entry and exit

The device can enter Self Refresh mode anytime in 1x, 2x and 4x mode without any restriction on the number of

Refresh commands that has been issued during the mode before the Self Refresh entry. However, upon Self Refresh

exit, extra Refresh command(s) may be required depending on the condition of the Self Refresh entry. The conditions

and requirements for the extra Refresh command(s) are defined as follows:

1. There are no special restrictions on the fixed 1x Refresh rate mode.

2. Inthe fixed 2x Refresh rate mode or the enable-on-the-fly 1x/2x Refresh rate mode, it is recommended that there
should be an even number of REF2x commands before entry into Self Refresh since the last Self Refresh exit or
REF1x command or MRS command that set the refresh mode. If this condition is met, no additional refresh
commands are required upon Self Refresh exit. In the case that this condition is not met, either one extra REF1x
command or two extra REF2x commands are required to be issued to the DDR4 SDRAM upon Self Refresh exit.
These extra Refresh commands are not counted toward the computationof the average refresh interval (trer).

3. Inthe fixed 4x Refresh rate mode or the enable-on-the-fly 1x/4x Refresh rate mode, it is recommended that there
should be a multiple-of-four number of REF4x commands before entry into Self Refresh since thelast Self Refresh
exit or REF1x command or MRS command that set the refresh mode. If this condition is met, no additional refresh
commands are required upon Self Refresh exit. In the case that this condition is not met, either one extra REF1x
command or four extra REF4x commands are required to be issued to the DDR4 SDRAM upon Self Refresh exit.
These extra Refresh commands are not counted toward the computation of the average refresh interval (treri).
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Self Refresh Operation

The Self-Refresh command can be used to retain data in the device, even if the rest of the system is powered down.
When in the Self-Refresh mode, the device retains data without external clocking. The device has a built-in timer to
accommodate Self-Refresh operation. The Self-Refresh-Entry (SRE) Command is defined by having CS#, RAS#/A16,
CAS#/A15, and CKE held low with WE#/A14 and ACT# high at the rising edge of the clock.

Before issuing the Self-Refresh-Entry command, the device must be idle with all bank precharge state with tre
satisfied. Idle state is defined as all banks are closed (trp, toaL, etc. satisfied), no data bursts are in progress, CKE is
high, and all timings from previous operations are satisfied (tmrp, twmop, trrc, tzaint, tzaoper, tzacs, etc.). Deselect
command must be registered on last positive clock edge before issuing Self Refresh Entry command. Once the Self
Refresh Entry command is registered, Deselect command must also be registered at the next positive clock edge.
Once the Self-Refresh Entry command is registered, CKE must be held low to keep the device in Self-Refresh mode.
DRAM automatically disables ODT termination and set Hi-Z as termination state regardless of ODT pin and Rtr_rark
set when it enters in Self-Refresh mode. Upon exiting Self-Refresh, DRAM automatically enables ODT termination
and set Rrr_park asynchronously during txsoL. when Rr7_park is enabled. During normal operation (DLL on) the DLL is
automatically disabled upon entering Self- Refresh and is automatically enabled (including a DLL-Reset) upon exiting
Self-Refresh.

When the device has entered Self-Refresh mode, all of the external control signals, except CKE and RESET#, are
“don’t care.” For proper Self-Refresh operation, all power supply and reference pins (Vob, Voba, Vss, Vssa, Vep, and
VRrerca) must be at valid levels. DRAM internal Vrerpa generator circuitry may remain on or turned off depending on
the MR6 bit 7 setting. If DRAM internal Vrerpa circuitry is turned off in self refresh, when DRAM exits from self refresh
state, it ensures that Vrerpa generator circuitry is powered up and stable within txs period. First Write operation or first
Write Leveling Activity may not occur earlier than txs after exit from Self Refresh. The DRAM initiates a minimum of
one Refresh command internally within tcke period once it enters Self-Refresh mode.

The clock is internally disabled during Self-Refresh Operation to save power. The minimum time that the DDR4
SDRAM must remain in Self-Refresh mode is tckesr. The user may change the external clock frequency or halt the
external clock tcksre after Self- Refresh entry is registered, however, the clock must be restarted and stable tcksrx
before the device can exit Self-Refresh operation.

The procedure for exiting Self-Refresh requires a sequence of events. First, the clock must be stable prior to CKE
going back high. Once a Self-Refresh Exit command (SRX, combination of CKE going high and Deselect on
command bus) is registered, following timing delay must be satisfied:

Commands that do not require locked DLL:

e tixs = ACT, PRE, PREA, REF, SRE, PDE, WR, WRS4, WRS8, WRA, WRAS4, WRASS

e txsrast = ZQCL, ZQCS, MRS commands. For MRS command, only DRAM CL and WR/RTP register and DLL
Reset in MRO, Rrr_nowm register in MR1, CWL and Rrr_wr register in MR2 and geardown mode in MR3, Write and
Read Preamble register in MR4, R1t_park register in MRS5, tcco_u/toLk and Vrerpa Training Value in MR6 are
allowed to be accessed provided DRAM is not in per DRAM addressability mode. Access to other DRAM mode
registers must satisfy txs timing. Note that synchronous ODT for write commands (WR, WRS4, WRS8, WRA,
WRAS4 and WRASS8) and dynamic ODT controlled by write command require locked DLL.

Commands that require locked DLL:
e txsou - RD, RDS4, RDS8, RDA, RDAS4, RDAS8

Depending on the system environment and the amount of time spent in Self-Refresh, ZQ calibration commands may be
required to compensate for the voltage and temperature drift as described in the ZQ Calibration Commands section.
Toissue ZQ calibration commands, applicable timing requirements must be satisfied.

CKE must remain high for the entire Self-Refresh exit period txspLL for proper operation except for Self- Refresh re-
entry. Upon exit from Self-Refresh, the device can be put back into Self-Refresh mode or Power down mode after
waiting at least txs period and issuing one refresh command (refresh period of trrc). Deselect commands must be
registered on each positive clock edge during the Self-Refresh exit interval txs. Low level of ODT pin must be
registered on each positive clock edge during txso.. when normal mode (DLL-on) is set. Under DLL-off mode,
asynchronous ODT function might be allowed.

The use of Self-Refresh mode introduces the possibility that an internally timed refresh event can be missed when
CKE is raised for exit from Self-Refresh mode. Upon exit from Self-Refresh, the device requires a minimum of one
extra refresh command before it is put back into Self-Refresh Mode.
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Self Refresh Abort

The exit timing from self-refresh exit to first valid command not requiring a locked DLL is txs. The value of txs is
(trrc+10ns). This delay is to allow for any refreshes started by the DRAM to complete. trrc continues to grow with
higher density devices so txs will grow as well.

A Bit A9 in MR4 is defined to enable the self refresh abort mode. If the bit is disabled then the controller uses txs
timings. If the bit is enabled then the DRAM aborts any ongoing refresh and does not increment the refresh counter.
The controller can issue a valid command not requiring a locked DLL after a delay of txs_abort.

Upon exit from Self-Refresh, the device requires a minimum of one extra refresh command before it is put back into
Self- Refresh Mode. This requirement remains the same irrespective of the setting of the MRS bit for self refresh abort.

Figure 25. Self-Refresh Entry/Exit Timing
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Low Power Auto Self Refresh (LPASR)

DDR4 devices support Low Power Auto Self-Refresh (LPASR) operation at multiple temperatures ranges (See
temperature table below)

Auto Self Refresh (ASR)

DDR4 DRAM provides an Auto Self-Refresh mode (ASR) for application ease. ASR mode is enabled by setting the
above MR2 bits A6=1 and A7=1. The device will manage Self Refresh entry through the supported temperature range
of the DRAM. In this mode, the device will change self-refresh rate as the DRAM operating temperature changes,
lower at low temperatures and higher at high temperatures.

Manual Modes

If ASR mode is not enabled, the LPASR Mode Register must be manually programmed to one of the three self-refresh
operating modes. In this mode, the user has the flexibility to select a fixed self-refresh operating mode at the entry of
the selfrefresh according to their system memory temperature conditions. The user is responsible to maintain the
required memory temperature condition for the mode selected during the self-refresh operation. The user may change
the selected mode after exiting from self refresh and before the next self- refresh entry. If the temperature condition is
exceeded for the mode selected, there is risk to data retention resulting in loss of data.

Table 19. Self Refresh Function table

MR2 MR2 Allowed Operating Temperature
[A7] | [A6] LPASR Mode Self Refresh Operation Range for Self Refresh Mode
(all reference to DRAM Tcase)

Fixed normal self-Refresh rate to maintain
data retention for the normal operating

0 0 Normal temperature. User is required to ensure
85°C DRAM Tcasemax iS Not exceeded to
avoid any risk of data loss

Variable or fixed self-Refresh rate or any
other DRAM power consumption reduction
control for the reduced temperature range.
User is required to ensure 45°C DRAM
ITcase(max) IS Not exceeded to avoid any risk

0°C ~ 85°C (ET)
-40°C ~ 85°C (IT)

0 1 Reduced Temperature range 0°C ~ 45°C (ET)

-40°C ~ 45°C (IT)

of data loss
Fixed high self-Refresh rate to optimize data 0°C ~ 95°C (ET)
1 0 Extended Temperature range |retention to support the extended temperature -40°C ~ 95°C (IT)
range
ASR Mode Enabled. Self-Refresh power
1 1 Auto Self Refresh consumption and data retention are optimized All of the above

for any given operating temperature conditions
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Self Refresh Exit with No Q . I

Self Refresh Exit with No Operation command (NOP) allows for a common command/address bus between active

DRAM and DRAM in Max Power Saving Mode. Self Refresh Mode may exit with No Operation commands (NOP)
provided:

e The DRAM entered Self Refresh Mode with CA Parity and CAL disabled.
e tuwpx s and twpx LH are satisfied.
e NOP commands are only issued during tmpx_LH window.

No other command is allowed during tmex_Ln window after SRX command is issued.

Figure 26. Self Refresh Exit with No Operation command
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Power down Mode

Power-down is synchronously entered when CKE is registered low (along with Deselect command). CKE is not
allowed to go low while mode register set command, MPR operations, ZQCAL operations, DLL locking or Read / Write
operation are in progress. CKE is allowed to go low while any of other operations such as row activation, precharge or
auto-precharge and refresh are in progress, but power-down IDD spec will not be applied until finishing those
operations. Timing diagrams below illustrate entry and exit of power-down.

The DLL should be in a locked state when power-down is entered for fastest power-down exit timing. If the DLL is not
locked during power-down entry, the DLL must be reset after exiting power-down mode for proper read operation and
synchronous ODT operation. DRAM design provides all AC and DC timing and voltage specification as well as proper
DLL operation with any CKE intensive operations as long as DRAM controller complies with DRAM specifications.

During Power-Down, if all banks are closed after any in-progress commands are completed, the device will be in
precharge Power-Down mode; if any bank is open after in-progress commands are completed, the device will be in
active Power-Down mode.

Entering power-down deactivates the input and output buffers, excluding CK, CK#, CKE and RESET#. In power-down
mode, DRAM ODT input buffer deactivation is based on MRS5 bit A5. If it is conured to Ob, ODT input buffer remains
on and ODT input signal must be at valid logic level. If it is configured to 1b, ODT input buffer is deactivated and DRAM
ODT input signal may be floating and DRAM does not provide Rtr_nom termination. Note that DRAM continues to
provide Rrr_rark termination if it is enabled in DRAM mode register MR5 A[8:6]. To protect DRAM internal delay on
CKE line to block the input signals, multiple Deselect commands are needed during the CKE switch off and cycle(s)
after, this timing period are defined as tcroen. CKE low will result in deactivation of command and address receivers
after tcroep has expired.

Table 20. Power-Down Entry Definitions

Status of DRAM DLL PD Exit Relevant Parameters
Active (A bank or more Open) On Fast txp to any valid command
Precharged (All banks precharged) On Fast txp to any valid command

Also, the DLL is kept enabled during precharge power-down or active power-down. In power-down mode, CKE low,
RESET# high, and a stable clock signal must be maintained at the inputs of the device, and ODT should be in a valid
state, but all other input signals are “Don’t Care.” (If RESET# goes low during Power- Down, the device will be out of
power-down mode and into reset state.) CKE low must be maintained until tcke has been satisfied. Power-down
duration is limited by 9 times trer.

The power-down state is synchronously exited when CKE is registered high (along with a Deselect command). CKE
high must be maintained until tcke has been satisfied. The ODT input signal must be at valid level when device exits
from power-down mode independent of MR5 bit A5 if Rtt_nowm is enabled in DRAM mode register. If Rtt_nowm is
disabled then ODT input signal may remain floating. A valid, executable command can be applied with power-down
exit latency, txe after CKE goes high. Power-down exit latency is defined in the AC specifications table.
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Figure 27. Active Power-Down Entry and Exit Timing Diagram MR5 bit A5 =0

o, — —
Erfler E i Exit ;
Power-Down Mode Power-Down Mode ! TIME BEREAK - DON'T CARE

MOTE 1. VALID command at TO is ACT, DES or Precharge with still one bank remaining open
after completion of the precharge command.
NOTE 2. QDT pin driven to a valid state. MRS bit A5=0 (default setting) is shown.

Figure 28. Active Power-Down Entry and EXxit Timing Diagram MRS5 bit A5=1
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Enter Exit
Power-Down Mode Power-Down Mode / TIME BREAK - DON'T CARE

NOTE 1. VALID command at TO is ACT, DES or Precharge with still one bank remaining open after
completion of the precharge command.
NOTE 2. ODT pin driven to a valid state, MR5 bit A5=1 is shown.
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Figure 29. Power-Down Entry after Read and Read with Auto Precharge
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Figure 30. Power-Down Entry After Write with Auto Precharge

HOTE 1, WR i programased Iheoigh MAD Fiowim:0cven Enlty
TivE BREAk [ TRansimonms oata [l powT care

NDQ86PFIv1.1-8Gb(x16)20230605 49 | N S |@ N | S



8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 31. Power-Down Entry After Write
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Figure 32. Precharge Power-Down Entry and Exit
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Figure 33. Refresh Command Power-Down Entry
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Figure 34. Activate Command Power-Down Entry
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Figure 35. Precharge/Precharge all Command Power-Down Entry
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Figure 36. MRS Command Power-Down Entry
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When CKE is registered low for power-down entry, tro (iny must be satisfied before CKE can be registered high for
power-down exit. The minimum value of parameter tro (v is equal to the minimum value of parameter tcke viny as shown
in the timing parameters table. A detailed example of Case 1 is shown below.

Figure 37. Power-Down Entry/Exit Clarification
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Power Down entry and exit timing during Command/Address Parity mode is enable shown below.

CK#
CK

CMD
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oot?

Figure 38. Power-Down Entry and Exit Timing with C/A Parity

teo
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NOTE 1 VALID comwnand at T0 is ACT, DES or Precharge with still one bank remaining open after completion of the precharge command,
NOTE 2 ODT pin driven to a valid state, MR5{AS = 0] (default setting) is shown
NOTE 3 CA Parity = Enable

Table 21. AC Timing Table

Symbol Parameter Min. Max. Unit

Exit Power Down with DLL on to any valid command; Exit
txp_PaR Precharge Power Down with DLL frozen to commands not max (4nCK,6ns) + PL
requiring a locked DLL when CA Parity is enabled
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Control Gear-down Mode

The following description represents the sequence for the gear-down mode which is specified with MR3 A[3]. This
mode is allowed just during initialization and self refresh exit. The DRAM defaults in 1/2 rate (1N) clock mode and
utilizes a low frequency MRS command followed by a sync pulse to align the proper clock edge for operating the
control lines CS#, CKE and ODT in 1/4rate(2N) mode. For operation in 1/2 rate mode MRS command for geardown or
sync pulse are not required. DRAM defaults in 1/2 rate mode.

General sequence for operation in geardown during initialization

- DRAM defaults to a 1/2 rate (1N mode) internal clock at power up/reset

- Assertion of Reset

- Assertion of CKE enables the DRAM

- MRS is accessed with a low frequency N x tCK geardown MRS command. (NtCK static MRS command qualified by
1N CS#)

- DRAM controller sends 1N sync pulse with a low frequency N x tCK NOP command. tSYNC_GEAR is an even
number of clocks. The sync pulse on even clock boundary from MRS command.

- Initialization sequence, including the expiration of tDLLK and tZQinit, starts in 2N mode after tCMD_GEAR from 1N
Sync Pulse.

General sequence for operation in gear-down after self refresh exit

- DRAM reset to 1N mode during self refresh

- MRS is accessed with a low frequency N x tCK gear-down MRS command. (NtCK static MRS command qualified by
1N CS# which meets tXS or tXS_Abort Only Refresh command is allowed to be issued to DRAM before NtCK static
MRS command.

- DRAM controller sends 1N sync pulse with a low frequency N x tCK NOP command. tSYNC_GEAR is an even
number of clocks Sync pulse is on even clock boundary from MRS command.

- Valid command not requiring locked DLL is available in 2N mode after tCMD_GEAR from 1N Sync Pulse.

- Valid command requiring locked DLL is available in 2N mode after tDLLK from 1N Sync Pulse.

If operation is 1/2 rate(1N) mode after self refresh, no N x tCK MRS command or sync pulse is required during self
refresh exit. The min exit delay is tXS or tXS_Abort to the first valid command.

The DRAM may be changed from 1/4 rate ( 2N ) to 1/2 rate ( 1N ) by entering Self Refresh Mode, which will reset to
1N automatically. Changing from 1/4 ( 2N ) to 1/2 rate (1 N ) by any other means, including setting MR3[A3] from 1 to
0, can result in loss of data and operation of the DRAM uncertain.

For the operation of geardown mode in 1/4 rate, the following MR settings should be applied.

- CAS Latency (MRO A[6:4,2]): Even number of clocks

- Write Recovery and Read to Precharge (MRO A[11:9]): Even number of clocks Additive Latency (MR1 A[4:3]): 0, CL-
2

- CAS Write Latency (MR2 A[5:3]): Even number of clocks

- CS to Command/Address Latency Mode (MR4 A[8:6]): Even number of clocks CA Parity Latency Mode (MR5
A[2:0]) : Even number of clocks

CAL or CA parity mode must be disabled prior to Gear down MRS command. They can be enabled again after
tSYNC_GEAR and tCMD_GEAR periods are satisfied.

The diagram below illustrates the sequence for control operation in 2N mode during intialization.

Figure 39. Gear down (2N) mode entry sequence during initialization
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Figure 41. Comparison Timing Diagram Between Geardown Disable and Enable
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Refresh Command

The Refresh command (REF) is used during normal operation of the device. This command is non persistent, so it
must be issued each time a refresh is required. The device requires Refresh cycles at an average periodic interval of
trer. When CS#, RAS#/A16 and CAS#/A15 are held Low and WE#/A14 and ACT# are held High at the rising edge of
the clock, the device enters a Refresh cycle. All banks of the SDRAM must be precharged and idle for a minimum of
the precharge time trpmin) before the Refresh Command can be applied. The refresh addressing is generated by the
internal refresh controller. This makes the address bits “Don’t Care” during a Refresh command. An internal address
counter supplies the addresses during the refresh cycle. No control of the external address bus is required once this
cycle has started. When the refresh cycle has completed, all banks of the SDRAM will be in the precharged (idle) state.
A delay between the Refresh Command and the next valid command, except DES, must be greater than or equal to
the minimum Refresh cycle time trrcmin). The trrc timing parameter depends on memory density.

In general, a Refresh command needs to be issued to the device regularly every trer interval. To allow for improved
efficiency in scheduling and switching between tasks, some flexibility in the absolute refresh interval is provided for
postponing and pulling-in refresh command. A maximum of 8 Refresh commands can be postponed when the device is in
1X refresh mode; a maximum of 16 Refresh commands can be postponed when the device is in 2X refresh mode; and
a maximum of 32 Refresh commands can be postponed when the device is in 4X refresh mode.

When 8 consecutive Refresh commands are postponed, the resulting maximum interval between the surrounding Refresh
commands is limited to 9 X treri. For both the 2X and 4X refresh modes, the maximum interval between surrounding

Refresh commands allowed is limited to 17 X treri2 and 33 X treri4, respectively.

A limited number Refresh commands can be pulled-in as well. A maximum of 8 additional Refresh commands can be
issued in advance or “pulled-in” in 1X refresh mode, a maximum of 16 additional Refresh commands can be issued
when in advance in 2X refresh mode, and a maximum of 32 additional Refresh commands can be issued in advance
when in 4X refresh mode. Each of these Refresh commands reduces the number of regular Refresh commands
required later by one. Note that pulling in more than the maximum allowed Refresh commands in advance does not
further reduce the number of regular Refresh commands required later, so that the resulting maximum interval
between two surrounding Refresh commands is limited to 9 x trer, 17 x trrei2, or 33 x treri4. At any given time, a
maximum of 16 additional REF commands can be issued within 2 x trer, 32 additional REF2 commands can be
issued within 4 x treri2, and 64 additional REF4 commands can be issued within 8 x treri4 (larger densities are limited
by trrc1, trrc2, and trrc4, respectively, which must still be met).

Figure 42. Refresh Command Timing (Example of 1x Refresh mode)
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Figure 43. Postponing Refresh Commands (Example of 1X Refresh mode)
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Figure 44. Pulling-in Refresh Commands (Example of 1X Refresh mode)
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Data Mask (DM), Data Bus Inversion (DBI)

DDR4 SDRAM supports Data Mask (DM) function and Data Bus Inversion (DBI) function in x16 DRAM configuration.
DM#, DBI# functions are supported with dedicated one pin labeled as DM#/DBI#/TDQS. The pin is bi-directional pin
for DRAM. The DM#/DBI# pin is Active Low as DDR4 supports Vopa reference termination. DM, DBI & TDQS
functions are programmable through DRAM Mode Register (MR). The MR bit location is bit A12:A10 in MRS5.

Write operation: Either DM or DBI function can be enabled but both functions cannot be enabled simultanteously. When
both DM and DBI functions are disabled, DRAM turns off its input receiver and does not expect any valid logic level.

Read operation: Only DBI function applies. When DBI function is disabled, DRAM turns off its output driver and does
not drive any valid logic level.

Table 22. DM vs. DBI Function Matrix

DM (MR5 bit A10) Write DBI (MR5 bit A11) Read DBI (MR5 bit A12)
Enabled Disabled Enabled or Disabled
Disabled Enabled Enabled or Disabled
Disabled Disabled Enabled or Disabled
Disabled Disabled Disabled

DM function during Write operation: DRAM masks the write data received on the DQ inputs if DM# was sampled Low
on a given byte lane. If DM# was sampled High on a given byte lane, DRAM does not mask the write data and writes
into the DRAM core.

DBI function during Write operation: DRAM inverts write data received on the DQ inputs if DBI# was sampled Low on
a given byte lane. If DBI# was sampled High on a given byte lane, DRAM leaves the data received on the DQ inputs
non-inverted.

DBI function during Read operation: DRAM inverts read data on its DQ outputs and drives DBI# pin Low when the
number of ‘0’ data bits within a given byte lane is greater than 4; otherwise DRAM does not invert the read data and
drives DBI# pin High.

Table 23. DQ Frame Format

Writ Data transfer
rite 0 1 2 3 3 5 6 7
DQ[7:0] LByte 0 LByte 1 LByte 2 LByte 3 LByte 4 LByte 5 LByte 6 LByte 7
LDM# or LDBI# LDMO or LDM1 or LDM2 or LDMS or LDM4 or LDMS5 or LDM6 or LDM7 or
or LDBIO LDBI1 LDBI2 LDBI3 LDBI4 LDBI5 LDBI6 LDBI7
DQ[15:8] UByte 0 UByte 1 UByte 2 UByte 3 UByte 4 UByte 5 UByte 6 UByte 7
UDM UDBI# UDMO or UDMT1 or UDM2 or UDMS or UDM4 or UDMS or UDM®6 or UDM7 or
# or UDBIO uDBI1 uDBI2 uDBI3 uDBI4 UDBI5 uDBI6 ubDBI7
Read Data transfer
ea 0 1 2 3 3 5 6 7
DQ[7:0] LByte 0 LByte 1 LByte 2 LByte 3 LByte 4 LByte 5 LByte 6 LByte 7
LDBI# LDBIO LDBH LDBI2 LDBI3 LDBI4 LDBI5 LDBI6 LDBI7
DQ[15:8] UByte 0 UByte 1 UByte 2 UByte 3 UByte 4 UByte 5 UByte 6 UByte 7
UDBI# UDBIO UDBI1 uDBI2 UDBI3 ubDBI4 uDBI5 uDBI6 ubBI7
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ZQ Calibration Commands

ZQ Calibration command is used to calibrate DRAM Ron & ODT values. The device needs longer time to calibrate
output driver and on-die termination circuits at initialization and relatively smaller time to perform periodic calibrations.
ZQCL command is used to perform the initial calibration during power-up initialization sequence. This command may
be issued at any time by the controller depending on the system environment. ZQCL command triggers the calibration
engine inside the DRAM and, once calibration is achieved, the calibrated values are transferred from the calibration
engine to DRAM IO, which gets reflected as updated output driver and on-die termination values.

The first ZQCL command issued after reset is allowed a timing period of tzainit to perform the full calibration and the
transfer of values. All other ZQCL commands except the first ZQCL command issued after reset are allowed a timing
period of tzaoper.

ZQCS command is used to perform periodic calibrations to account for voltage and temperature variations. A shorter
timing window is provided to perform the calibration and transfer of values as defined by timing parameter tzacs. One
ZQCS command can effectively correct a minimum of 0.5 % (ZQ Correction) of Ron and Ryt impedance error within
128 nCK for all speed bins assuming the maximum sensitivities specified in the Output Driver Voltage and ODT
Voltage and Temperature Sensitivity tables. The appropriate interval between ZQCS commands can be determined
from these tables and other application specific parameters. One method for calculating the interval between ZQCS
commands, given the temperature (Tarirate) and voltage (Varitrate) drift rates that the device is subject to in the
application, is illustrated. The interval could be defined by the following formula:

ZQCorrection
(Tsens x Tdriftrate) + (Vsens x Vdriftrate)

Where Tsens = max (dRtrdT, dRondTM) and Vsens = max (dRtrdV, dRondVM) define temperature and voltage
sensitivities.

For example, if Tsens = 1.5%/°C, Vsens = 0.15%/mV, Taritrate = 1°C/sec and Varitrate = 15mV/sec, then the interval
between ZQCS commands is calculated as:

1.5
(1.5 x 1) + (0.15 x 15)

= 0.133 = 128ms

No other activities should be performed on the DRAM channel by the controller for the duration of tzainit, tzaoper, Or tzacs.
The quiet time on the DRAM channel allows accurate calibration of output driver and on-die termination values. Once
DRAM calibration is achieved, the device should disable ZQ current consumption path to reduce power.

All banks must be precharged and trr met before ZQCL or ZQCS commands are issued by the controller. See
“Command Truth Table” on Section 4.1 for a description of the ZQCL and ZQCS commands.

ZQ calibration commands can also be issued in parallel to DLL lock time when coming out of self refresh. Upon Self-
Refresh exit, the device will not perform an 10 calibration without an explicit ZQ calibration command. The earliest
possible time for ZQ Calibration command (short or long) after self refresh exit is txs, txs_aoort/ txs_rast depending on
operation mode.

In systems that share the ZQ resistor between devices, the controller must not allow any overlap of tzaoper, tzainit, Or
tzacs between the devices.
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Figure 45. ZQ Calibration Timing
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MOTE 1. CKE must be continuously registered high during the calibration procedure,
MOTE 2. During 208 Calibration, ODT signal must be held LOW and DRAM continues lo provide RTT_PARK.
NOTE 3. All devices connected to the DO bus should be high impedance or RTT_PARK during the calibration procedure,
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DQ VREF Training

The DRAM internal DQ VREF specification parameters are operating voltage range, stepsize, VREF step time, VREF
full step time and VREF valid level.

The voltage operating range specifies the minimum required VREF setting range for DDR4 DRAM devices. The
minimum range is defined by VREFmax and VREFmin as depicted in the following figure.

Figure 46. VREFDQ Operating Range (VREFmin, VREFmax)
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The VREF stepsize is defined as the stepsize between adjacent steps. VREF stepsize ranges from 0.5% VDDQ to
0.8% VDDAQ. However, for a given design, DRAM has one value for VREF step size that falls within the range.

The VREF set tolerance is the variation in the VREF voltage from the ideal setting. This accounts for accumulated
error over multiple steps. There are two ranges for VREF set tolerance uncertainty. The range of VREF set tolerance
uncertainty is a function of number of steps n.

The VREF set tolerance is measured with respect to the ideal line which is based on the two endpoints. Where the
endpoints are at the min and max VREF values for a specified range. An illustration depicting an example of the
stepsize and VREF set tolerance is below.

Figure 47. Example of VREF set tolerance (max case only shown) and stepsize
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The VREF increment/decrement step times are defined by VREF_time. The VREF_time is defined from t0 to t1, where
t1 is referenced to when the VREF voltage is at the final DC level within the VREF valid tolerance (VREF_val_tol).

The VREF valid level is defined by VREF_val tolerance to qualify the step time t1. This parameter is used to insure an
adequate RC time constant behavior of the voltage level change after any Vref increment/decrement adjustment. This
parameter is only applicable for DRAM component level validation/characterization.

VREF_time is the time including up to VREFmin to VREFmax or VREFmax to VREFmin change in VREF voltage.

t0 - is referenced to MRS command clock t1 - is referenced to the VREF _val_tol.

Figure 48. VREF _time timing diagram
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VREFDQ Calibration Mode is entered via MRS command setting MR6 A[7] to 1 (0 disables VREFDQ Calibration
Mode), and setting MR6 A[6] to either 0 or 1 to select the desired range, and MR6 A[5:0] with a “don’t care” setting
(there is no default initial setting; whether VREFDQ training value (MR6 A[5:0]) at training mode entry with MR6 A[7] =
1 is captured by the DRAM or not is vendor specific). The next subsequent MR command is used to set the desired
VREFDQ values at MR6 A[5:0]. Once VREFDQ Calibration Mode has been entered, VREFDQ Calibration Mode legal
commands may be issued once tVREFDQE has been satisfied. VREFDQ Calibration Mode legal commands are ACT,
WR, WRA, RD, RDA, PRE, DES, MRS to set VREFDQ values, and MRS to exit VREFDQ Calibration Mode. Once
VREFDQ Calibration Mode has been entered, “dummy” write commands may be issued prior to adjusting VREFDQ
value the first time VREFDQ calibration is performed after initialization. The “dummy” write commands may have
bubbles between write commands provided other DRAM timings are satisfied. A possible example command
sequence would be: WR1, DES, DES, DES, WR2, DES, DES, DES, WR3, DES, DES, DES, WR4, DES,
DES....... DES, DES, WR50, DES, DES, DES. Setting VREFDQ values requires MR6 [7] set to 1, MR6 [6] unchanged
from initial range selection, and MR6 A[5:0] set to desired VREFDQ value; if MR6 [7] is set to 0, MR6 [6:0] are not
written. VREF_time must be satisfied after each MR6 command to set VREFDQ value before the internal VREFDQ
value is valid.

If PDA mode is used in conjunction with VREFDQ calibration, the PDA mode requirement that only MRS commands
are allowed while PDA mode is enabled is not waived. That is, the only VREFDQ Calibration Mode legal commands
noted above that may be used are the MRS commands, i.e. MRS to set VREFDQ values, and MRS to exit VREFDQ
Calibration Mode.

The last A [6:0] setting written to MR6 prior to exiting VREFDQ Calibration Mode is the range and value used for the
internal VREFDQ setting. VREFDQ Calibration Mode may be exited when the DRAM is in idle state. After the MRS
command to exit VREFDQ Calibration Mode has been issued, DES must be issued till tVREFDQX has been satisfied
where any legal command may then be issued.

Figure 49. VREF _time timing diagram
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Table 24. AC parameters of VREFDQ training

Symbol Parameter Min. Max. Unit
tvrerpae Enter Vgerpa training mode to the first valid command delay 150 ns
tvrerpax Exit Vrerpa training mode to the first valid command delay 150 ns

Example scripts for Vrerpa Calibration Mode
When MR6 [7] = 0 then MR6 [6:0] = XXXXXXX

Entering VrRerpa Calibration if entering range 1:

«MRG6 [7:6] = 10 & [5:0] = XXXXXX

«All subsequent Vrerpa Calibration MR setting commands are MR6 [7:6] = 10 & MR6 [5:0] =VVVVVV
- {VVVVVV are desired settings for VRerpq}

«Issue ACT/WR/RD looking for pass/fail to determine Vcent(midpoint) as needed

«Just prior to exiting VRerpa Calibration mode:

«Last two VRerpa Calibration MR commands are

«MRG6 [7:6] = 10, MR6 [5:0] = VVVVVV’ where VVVVVV’ = desired value for VReFDQ

«MR6 [7] = 0, MR6 [6:0] = XXXXXXX to exit Vrerpa Calibration mode

Entering Vrerpa Calibration if entering range 2:

«MR6 [7:6] = 11 & [5:0] = XXXXXX

«All subsequent Vrerpa Calibration MR setting commands are MR6 [7:6]=11 & MR6[5:0]=VVVVVV
- {VVVVVV are desired settings for VRerDq}

«Issue ACT/WR/RD looking for pass/fail to determine Vcent(midpoint) as needed

«Just prior to exiting VRerpa Calibration mode:

«Last two VRrerpa Calibration MR commands are

«MRG6 [7:6] = 11, MR6 [5:0] = VVVVVV’ where VVVVVV’ = desired value for VREFDQ

«MR6 [7] = 0, MR6 [6:0] = XXXXXXX to exit VRerpa Calibration mode

Figure 50. VREF step single stepsize increment case
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Figure 51. VREF step single stepsize decrement case
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NDQ86PFIv1.1-8Gb(x16)20230605 63 INSIGNIS




8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Note 1.
Note 2.
Note 3.
Note 4.
Note 5.
Note 6.
Note 7.

Note 8.
Note 9.

Figure 52. VREF full step from VREFmin to VREFmax case
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Figure 53. VREF full step from VREFmax to VREFmin case
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Table 25. DQ Internal VREF Specifications

Symbol Parameter Min. Typ. Max. Unit | Note
VREF_max_R1 |Vrer max operating point ranget 92% - - Vooa | 1,10
VREF min_R1  |Vger min operating point range1 - i 60% Voo | 1,10
VREF max R2 |Vrermax operating point range2 77% - - Vooa | 1,10
VREF_min_R2 | Vrer min operating point range2 - - 45% Vooa | 1,10

VREF step Vrer Stepsize 0.50% 0.65% 0.80% Vbba 2
-1.6259 .00¢ 1.6259 Voo 4
VREF set tol | Vrer Set Tolerance _0.61 55°/Z° 888;: Oi 550/:" VDDZ 253
VREF _time Vrer Step Time - - 150 ns | 8,11
VREF_val_tol  |Vrer Valid tolerance -0.15% 0.00% 0.15% Vooa | 9

VREF DC voltage referenced to VDDQ_DC. VDDQ_DC is 1.2V.

Vrer stepsize increment/decrement range. Vgrer at DC level.

VRer_new = VRer_old+ N X VRer_step; N = NUMber of step; if increment use “+”; If decrement use “-".

The minimum value of Vger setting tolerance = Vger new- 1.625% x Vppa. The maximum value of Vger setting tolerance = Vger new

+ 1.625% X Vppq for n>4.

The minimum value of Vger setting tolerance = Vrer new - 0.15% X Vppa. The maximum value of Vger setting tolerance = Vrer new
+0.15% x VDDQ for n>4.

Measured by recording the min and max values of the Vger output over the range, drawing a straight line between those points and
comparing all other Vger output settings to that line.

Measured by recording the min and max values of the Vger output across 4 consecutive steps (n = 4), drawing a straight line between those
points and comparing all other Vger output settings to that line.

Time from MRS command to increment or decrement one step size up to full range of Vgee.

Only applicable for DRAM component level test/characterization purpose. Not applicable for normal mode of operation. Vger valid is to
qualify the step times which will be characterized at the component level.

Note 10. DRAM range1 or 2 set by MRS bit MR6, A6.
Note 11. If the Vger monitor is enabled, Vger 1ime Must be derated by: +10ns if DQ load is OpF and an additional +15ns/pF of DQ loading.
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Per DRAM Addressability

DDR4 allows programmability of a given device on a rank. As an example, this feature can be used to program
different ODT or Vgrer values on DRAM devices on a given rank.

1. Before entering ‘per DRAM addressability (PDA) mode, the write leveling is required.
e BL8 or BC4 may be used.

2. Before entering ‘per DRAM addressability (PDA)’ mode, the following Mode Register setting is possible.

e Rrr_rark MR5 A[8:6] = Enable

e Rrr_nom MR1 A[10:8] = Enable

Enable ‘per DRAM addressability (PDA)’ mode using MR3 A[4] =1.

4. In the ‘per DRAM addressability’ mode, all MRS command is qualified with DQO. The device captures DQO by
using DQS signals. If the value on DQO is low, the DRAM executes the MRS command. If the value on DQO is high,
the DRAM ignores the MRS command. The controller can choose to drive all the DQ bits.

5. Program the desired devices and mode registers using MRS command and DQO.

6. In the ‘per DRAM addressability’ mode, only MRS commands are allowed.

7. The mode register set command cycle time at PDA mode, AL + CWL + BL/2 - 0.5tck + tmro_rpa + (PL) is required to
complete the write operation to the mode register and is the minimum time required between two MRS commands.

8. Remove the device from ‘per DRAM addressability’ mode by setting MR3 A[4] = 0. (This command will require DQO
=0)

w

Note: Removing a device from per DRAM addressability mode will require programming the entire MR3 when the
MRS command is issued. This may impact some PDA values programmed within a rank as the exit command is sent
to the rank. In order to avoid such a case the PDA Enable/Disable Control bit is located in a mode register that does
not have any ‘per DRAM addressability’ mode controls.

In per DRAM addressability mode, device captures DQO using DQS signals the same as in a normal write operation;
However, Dynamic ODT is not supported. Extra care required for the ODT setting. If Rrr_nom MR1 A[10:8] = Enable,
device data termination need to be controlled by ODT pin and apply the same timing parameters (defined below).
VRerpa value must be set to either its midpoint or Veent_ba (midpoint) in order to capture DQO low level for entering PDA
mode.

Table 26. Applied ODT Timing Parameter to PDA Mode

Symbol Parameter
DODTLon Direct ODT turn on latency
DODTLoff Direct ODT turn off latency
tanc Rrrchange timing skew
taonas Asynchronous Rrr nom turn-on delay
taoras Asynchronous Rrr_nom turn-off delay

Figure 54. MRS w/ per DRAM addressability (PDA) issuing before MRS
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Figure 55. MRS w/ per DRAM addressability (PDA) Exit
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Figure 56. PDA using Burst Chop 4
CHE p—" — — e,
[+ - yone I o WY W W W "
=
b |
Bas, posE |
|
i | |
bag . | : | | L
{salected device) [ < I ] I \?\ | _,-"( 7
» : i :ns-m_s =
| I | | | 1 |
MR AL =1
[P Enabia)

NOTE: CA panly is used.,

Since PDA mode may be used to program optimal VREF for the DRAM, the DRAM may incorrectly read DQ level at
the first DQS edge and the last falling DQS edge. It is recommended that DRAM samples DQO on either the first
falling or second rising DQS edges.

This will enable a common implementation between BC4 and BL8 modes on the DRAM. Controller is required to drive
DQO to a ‘Stable Low or High’ during the length of the data transfer for BC4 and BL8 cases.
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Command Address Parity (CA Parity)

[A2:A0] of MR5 are defined to enable or disable C/A Parity in the DRAM. The default state of the C/A Parity bits is
disabled. If C/A parity is enabled by programming a non-zero value to C/A Parity Latency in the mode register (the
Parity Error bit must be set to zero when enabling C/A any Parity mode), then the DRAM has to ensure that there is
no parity error before executing the command. The additional delay for executing the commands versus a parity
disabled mode is programmed in the mode register (MR5, A2:A0) when C/A Parity is enabled (PL: Parity Latency) and
is applied to commands that are latched via the rising edge of CK when CS# is low. The command is held for the time
of the Parity Latency before it is executed inside the device. This means that issuing timing of internal command is
determined with PL. When C/A Parity is enabled, only DES is allowed between valid commands to prevent DRAM
from any malfunctioning. CA Parity Mode is supported when DLL-on Mode is enabled, use of CA Parity Mode when
DLL-off Mode is enabled is not allowed.

C/A Parity signal (PAR) coversACT#, RAS#/A16, CAS#/A15, WE#/A14 and the address bus including bank address
and bank group bits. The control signals CKE, ODT and CS# are not included. (e.g., for a 4 Gbit x8 monolithic device,
parity is computed across BGO, BA1, BAO, A16/RAS#, A15/CAS#, A14/WE#, A13-A0 and ACT#). (The DRAM treats
any unused address pins internally as zeros; for example, if a common die has stacked pins but the device is used in
a monolithic application, then the address pins used for stacking and not connected are treated internally as zeros.)

The convention of parity is even parity i.e. valid parity is defined as an even number of ones across the inputs used for
parity computation combined with the parity signal. In other words the parity bit is chosen so that the total number of
1’s in the transmitted signal, including the parity bit is even.

If a DRAM detects a C/A parity error in any command as qualified by CS# then it must perform the following steps:

- Ignore the erroneous command. Commands in max NnCK window (tPAR_UNKNOWN) prior to the erroneous command
are not guaranteed to be executed. When a Read command in this NnCK window is not executed, the DRAM does
not activate DQS outputs.

- Log the error by storing the erroneous command and address bits in the error log.

- Set the Parity Error Status bit in the mode register to 1. The Parity Error Status bit must be set before the ALERT#
signal is released by the DRAM (i.e. tPAR_ALERT_ON +1PAR_ALERT_PW(min)).

- Assert the ALERT# signal to the host (ALERT# is active low) within tPAR_ALERT_ONtime.

- Wait for all in-progress commands to complete. These commands were received tPAR_unkowN before the erroneous
command. If a parity error occurs on a command issued between the txs_rast and txs window after self-refresh exit
then the DRAM may delay the de-assertion of ALERT# signal as a result of any internal on going refresh.

- Wait for tras_min before closing all the open pages. The DRAM is not executing any commands during the window
defined by (tPAR_ALERT_ON +tPAR_ALERT_PW).

- After tPAR_ALERT_PW_min has been satisfied, the DRAM may de-assertALERT#.

- After the device has returned to a known pre-charged state it may de-assert ALERT#.

- After (tPAR_ALERT_ON + tPAR_ALERT_PW), the device is ready to accept commands for normal operation. Parity latency
will be in effect, however, parity checking will not resume until the memory controller has cleared the Parity Error
Status bit by writing a zero. (The DRAM will execute any erroneous commands until the bit is cleared).

- ltis possible that the device might have ignored a refresh command during the (tPAR_ALERT_ON + tPAR_ALERT_PW)
window or the refresh command is the first erroneous frame so it is recommended that the controller issues extra
refresh cycles as needed.

- The Parity Error Status bit may be read any time after (tPAR_ALERT_ON + tPAR_ALERT_Pw) to determine which DRAM
had the error. The device maintains the Error Log for the first erroneous command until the Parity Error Status bit is
reset to zero.

Mode Register for C/A Parity Error is defined as follows. C/A Parity Latency bits are write only, Parity Error Status bit
is read/write and error logs are read only bits. The device controller can only program the Parity Error Status bit to
zero. If the DRAM controller illegally attempts to write a ‘1’ to the Parity Error Status bit the DRAM does not guarantee
that parity will be checked. The DRAM may opt to block the controller from writing a ‘1’ to the Parity Error Status bit.

DDR4 SDRAM supports MR bit for Persistent Parity Error Mode. This mode is enabled by setting MR5 A[9]
=1 and when it is enabled, DRAM resumes checking CA Parity after the ALERT# is deasserted, even if Parity Error

Status bit is set as High. If multiple errors occur before the Error Status bit is cleared the error log in MPR page 1
should be treated as ‘Don’t Care’. In Persistent Parity Error Mode the ALERT# pulse will be asserted and deasserted
by the DRAM as defined with the min. and max. value for tear aLert_pw. The controller must issue Deselect commands
once it detects the ALERT# signal, this response time is defined as tpar aLerT rsp. The following figure captures the
flow of events on the C/A bus and the ALERT# signal.
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Table 27. Mode Registers for C/A Parity

C/A Parity Latency . C/A Parity Error Status

MR5[2:0]* Speed bins MR5{4] Errant C/A Frame
000 = Disabled -

1= 4 Clock 1600,1866,21 0 = Clear
001 4 Clocks 000,1866,2133 ACT#, BGO, BAO, BA1, PAR,
010= 5 Clocks 2400,2666 A16/RAS#, A15/CAS#,
011= 6 Clocks 2999,3200 1 = Error A14/WE#, A13:A0
100= 8 Clocks RFU

Note 1. Parity Latency is applied to all commands.
Note 2. Parity Latency can be changed only from a C/A Parity disabled state, i.e. a direct change from PL= 4 —PL= 5 is not allowed.

Correct sequence is PL= 4 — Disabled — PL= 5.
Note 3. Parity Latency is applied to write and read latency. Write Latency = AL+CWL+PL. Read Latency = AL+CL+PL.

Figure 57. Normal CA Parity Error Checking Operation

TO T Tal Tal Taz Tel Tc1 Td0 Ted Tel
CK# T aama a b 3 e I I I i
CK
CMDY
ADDR
r'-’ bm..nsm:,cw & & p i fr"_*.j
| 3 P . jlPanaERT PW | wo
ALERT# T ; i
i | & ! | i i
Command execution unknown » mime ereak [l DON'T cARE
Erod) Command not executed
Command executed
NOTE 1. DRAM is emplying quewes, Precharge All and parnity checking off until Parity Error Status bit cleared,
NOTE 2. Command execution is unknown the corresponding DRAM internal state change may or may not ooccur, The DIRAM Controller
should consider both cases and make sure that the command sequence meets the specifications,
NOTE 3. Mormal aperation with parity latency(CA Parity Persistent Emmor Mode disabied). Parity checking off until Party Ermor Status bit cleared,
Figure 58. Persistent CA Parity Error Checking Operation
- TO 1 Ta0 Ta1 Ta2 T  Tc0 Tel = Tdo Ted Tel
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CK Thaass e ! na | S S |\ S Pmnaad 1 i Thaas i
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Command execution unknown TIME BREAK - DON'T CARE

MNOTE 1. DRAM |5 emptying queues, Precharge All and parity check re-enable finished by IPAR_ALERT_PW.

MNOTE 2. Command execulion is unknown the comesponding DRAM internal state change may or may not occur. The DRAM Controller should
consider both cases and make sure hat the command sequence meels the specificalions.

MNOTE 3, Mormal operation with parity latency and parity checking (CA Parity Persistent Error Mode enabled)

Command not executed

Command executed
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Figure 59. CA Parity Error Checking - PDE/PDX

R - BAmEa : i
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MNOTE 1. Doselect command only allowad.

MOTE 2. Emor could be Prechange of Activale,

MOTE 3. Normal aparation with parity lxtency (CA Parity Persistant Ermor Mode deabla). Fasity checking is off unsl Pasity Ermor Status b cloared.,

MOTE 4. Command axecuticn is unknown thi cerrespending DRAM mbemal state changs may of may not occur. The DRAM Centrolier should consider
both cases and make sune that the command sequance meets the spocifications.

MOTE 5. Dasslect command only allowad CKE may go high prior (o Td2 as long as DES commands are issued

Figure 60. CA Parity Error Checking - SRE Attempt
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@ Command exscubod

NOTE 1. Desalect command only allowed,

MNOTE 2. SefRafresh comrmand srmor. DRAM masks tha inended SRE command antert Prochanges Powsr Dawn.

MOTE 3. Marmal oparation with party [stency{CA Parsity Persisient Error Mode disable). Parity chacking is ol until Parity Emor Status bit cloaned.

HOTE 4. Controller can not disaldbe clock untl it has bean sble 1o lave detected a possible COA Parity smor.

HOTE §. Command exacuticon i3 unkneen the compsponding DRAM intermal state change may or may not occur, The DRAM GontroBer should
considar bath cases and make sure that tha command saquence masts the specifications.

HOTE 8. Desalect command only allowsed CHE may go high peior fo Te2 as lang as DES commands ame issuaed
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Figure 61. CA Parity Error Checking - SRX
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Command execuled
MOTE 1. SelfRefresh Abort = Disable: MRS [A9=0]
NOTE 2 Input commands are bounded by IXSDLL, 1XS, IXS_ABORT and 1XS_FAST timing
NOTE 3 Command exacution is unknown the corresponding DRAM intesnal slale change may o may not occur. The DRAM Controller should consider
both cases and make sure that the command sequence meals the specifications.
MOTE 4 Normal oparation with pasity latency(CA Panty Persistent Emor Mode disabled), Panty checking off until Parity Ermor Status bit clearad.
MOTE 5 Only MRS (limited 1o those deseribed in the Sell-Rafresh Operation section), Z0CS of ZO0L eammand allowed,
MNOTE & Valid commands nol requiring o locked DLL
MOTE T Valid commands requiring a locked DLL
MOTE & This figure shows the case from which the error occurred after U05 FAST_An eaor also ocour after X5_ABORT and tkS.
mmand/Addr rity entry and exit timin

When in CA Parity mode, including entering and exiting CA Parity mode, users must wait tmrp_par before issuing
another MRS command, and wait tmop_par before any other commands.

tmop_par = tmop + PL
tmro_par = tmop + PL

For CA parity entry, PL in the equations above is the parity latency programmed with the MRS command
entering CA parity mode.

For CA parity exit, PL in the equations above is the programmed parity latency prior to the MRS command exiting CA
parity mode.

Figure 62. Parity entry timing example - tMRD_PAR

Ta0 Ta1 Ta2 TbO Tb1 Th2
CK# ! ! L !
CK
CMD
Settings PL=0 X Updatlng Seﬂlng X PL = N
_‘ tMRD PAR : i
b |"|" T L
Enable Parity change
PLfromOto N

NOTE 1. tMRD_PAR = tMOD + N; where N is the programmed parity latency with the MRS command
entering CA parity mode.

NOTE 2. Parity check is not available at Ta1 of MRS command due to PL=0 being valid.

NOTE 3. In case parity error happens at Tb1 of MRS command, tPAR_ALERT_ON is 'N[nCK] + 6[ns]'.
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Figure 63. Parity entry timing example - tMOD_PAR
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Enable Parity change
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NOTE 1. tMOD_PAR =tMOD + N; where N is the programmed parity latency with the MRS command
entering CA parity mode.

NOTE 2. Parity check is not available at Ta1 of MRS command due to PL=0 being valid.

NOTE 3. In case parity error happens at Th1 of VALID command, tPAR_ALERT_ON is ‘N[nCK] + 6[ns]'.

Figure 64. Parity exit timing example - tMRD_PAR

Ta0 Ta1 Ta2 TbO Th1 Tbh2
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CK i cund
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Settings PL =N X Updatmg Settmg X PL= 0
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Disable Parity change f
PLfromNto O

NOTE 1. tMRD_PAR = tMOD + N; where N is the programmed parity latency prior to the MRS command
exiting CA parity mode.

NOTE 2. In case parity error happens at Ta1 of MRS command, tPAR_ALERT_ON is ‘N[nCK] + 6[ns]".

NOTE 3. Parity check is not available at Tb1 of MRS command due to disabling parity mode.

Figure 65. Parity exit timing example - tMOD_PAR

Ta0 Ta1 Ta2 Tb0 Th1 Tb2
CK# e oeeen [lmmem emee
CK
Settings PL =N )( Updating Settlng )( PL =‘0
tMOp_PAR i i

5
h Lt
Disable Parity change
PLfromNto O

NOTE 1. tMOD_PAR = tMOD + N; where N is the programmed parity latency prior to the MRS command
exiting CA parity mode.

NOTE 2. In case parity error happens at Ta1 of MRS command, tPAR_ALERT_ON is 'N[nCK] + 6[ns]'".

NOTE 3. Parity check is not available at Tb1 of VALID command due to disabling parity mode.
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Multipurpose Register

The Multipurpose Register (MPR) function, MPR access mode, is used to write/read specialized data to/from the DRAM.
The MPR consists of four logical pages, MPR Page 0 through MPR Page 3, with each page having four 8-bit registers,
MPRO through MPRS3.

MPR mode enable and page selection is done with MRS commands. Data bus inversion (DBI) is not allowed during
MPR Read operation. Prior to issuing the MRS command, all banks must be in the idle state (all banks precharged
and trr met). After MPR is enabled, any subsequent RD or RDA commands will be redirected to a specific mode
register.

Once the MPR access mode is enabled (MR3 A[2] = 1), only the following commands are allowed: MRS, RD, RDA
WR, WRA, DES, REF, and Reset; RDA/WRA have the same functionality as RD/WR which means the auto precharge
part of RDA/WRA is ignored. The mode register location is specified with the Read command using address bits. The MR
is split into upper and lower halves to align with a burst length limitation of 8. Power- down mode and Self Refresh
command are not allowed during MPR enable mode.

No other command can be issued within trrc after a REF command has been issued; 1x refresh (only) is to be used
during MPR access mode. While in MPR access mode, MPR read or write sequences must be completed prior to a
Refresh command.

MR3 Setting for the MPR Access Mode
Mode register MR3 controls the Multi-Purpose Registers (MPR) used for training. MR3 is written by asserting CS#,

RAS#/A16, CAS#/A15 and WE#/A14 low, ACT#, BAO and BA1 high and BGO low while controlling the states of the
address pins, Refer to the MR3 definition table for more detail.

Table 28. DRAM Address to MPR Ul Translation

MPR Location [71 [6] [5] [4] [3] [2] [1] [0]
DRAM address — Ax| A7 AB A5 A4 A3 A2 A1 A0
MPR Ul — Ulx ulo Ul ui2 uI3 ul4 ui5 ule urz
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Table 29. MPR Data Format

512Mx16 — NDQ86P

Address | MPRLocation | [71 | 61 | 51 | M@ | B | @ | m | [© | Note
MPR page0 (Training Pattern)
e e o o B
= rite
BAT:BAO 10 = MPR2 0 0 0 0 1 1 1 1 (default
11 = MPR3 0 0 0 0 0 0 0 0 value)
MPR page1 (CA Parity Error Log)
00 = MPRO Al7] A[6] A[5] Al4] A[3] Al2] Al1] A[0]
01 = MPR1 CAS#/A15 | WE#/A14 A[13] A[12] A[11] A[10] A[9] A[8]
BA1:BAO 10 = MPR2 PAR ACT# - BGI[0] BA[1] BA[0] |don’tcare | RAS#/A16 Read-only
CRC | CA Parity CA Parity Latency*' _ ' ,
11 = MPR3 SE;E; SEt:I;rt?J"s MR5A2] | MRS A[1] | MR5.A[0] don’t care |don’t care |don’t care
MPR page2 (MRS Readout)
hPPR sPPR Rrr wr Temperature sensor*? CFgavgl';te Rrrwr
00 = MPRO - - MR2 - - MR2 MR2
- - - - A1 - - - - A12 A10 A9
\{;F;:r:zg VREFDQ Training Value Gzi':bcl):m
01 = MPR1 g€
BA1:BAO MR6 MR6 MR3 Read-only
A6 As | A [ A3 A2 Al A0 A3
CAS Latency RFU CAS Write Latency
10 = MPR2 MRO - MR2
Y A2 - A5 M [ A3
Rrt_nom RTT_PARK Driver Impedance
11 = MPR3 MR1 MR5 MR1
A0 | A9 | e A8 | a7 A6 A2 [ A
MPR page3 (RFU)*®
00 = MPRO don’t care | don’t care | don’t care | don’t care | don’t care | don’t care | don’t care | don't care
01 = MPR1 don’t care | don’t care | don’t care | don’t care | don’t care | don’t care | don’t care | don’t care
BA1:BAO Read-only
10 = MPR2 don’t care | don’t care | don’t care | don’t care | don’t care | don’t care | don’t care | don’t care
11 = MPR3 don’t care | don’t care | don’t care | don’t care MAC MAC MAC MAC

Note 1. MPR3 bit 0~2 (CA parity latency) reflects the latest programmed CA parity latency values.
Note 2. MR bit for Temperature Sensor Readout

» MR3 bit A5=1: DRAM updates the temperature sensor status to MPR Page 2 (MPRO bits A4:A3). Temperature data is guaranteed by the

DRAM to be no more than 32ms old at the time of MPR Read of the Temperature Sensor Status bits.
»MR3 bit A5=0: DRAM disables updates to the temperature sensor status in MPR Page 2(MPRO bit A4:A3)

Note 3. Restricted, except for MPR3 [3:0]

MPRO bit A4 MPRO bit A3 Refresh Rate Range
0 0 Sub 1X refresh ( > trer)
0 1 1X refresh rate(= trer)
1 0 2X refresh rate(1/2 * trer)
1 1 Reserved
73
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MPR Reads

MPR reads are supported using BL8 and BC4 modes. Burst length on-the-fly is not supported for MPR
reads. Data bus inversion (DBI) is not allowed during MPR Read operation; the device will ignore the
Read DBI enable setting in MR5 [A12] when in MPR mode. Read commands for BC4 are supported with
a starting column address of A[2:0] = 000 or 100. After power-up, the content of MPR Page 0 has the
default values, which are defined in MPR Data Format table. MPR page 0 can be rewritten via an MPR
Write command. The device maintains the default values unless it is rewritten by the DRAM controller. If
the DRAM controller does overwrite the default values (Page 0 only), the device will maintain the new
values unless re-initialized or there is power loss.

Timing in MPR mode:

» Reads (back-to-back) from Page 0 may use tcco_s or teep_L timing between Read commands.

« Reads (back-to-back) from Pages 1, 2, or 3 may not use tccp_s timing between Read commands;
tcco_L must be used for timing between Read commands The following steps are required to use the
MPR to read outthe contents of a mode register (MPR Page x, MPRy).

1. The DLL must be locked if enabled.

2. Precharge all; wait until tre is satisfied.

3. MRS command to MR3 A[2] = 1 (Enable MPR data flow), MR3 A[12:11] = MPR read format,
and MR3 A[1:0] MPR page.

a. MR3 A[12:11] MPR read format:
1) 00 = Serial read format
2) 01 = Parallel read format
3) 10 = Staggered read format
4) 11=RFU

b. MR3[1:0] MPR page:
1) 00 = MPR Page 0
2) 01 = MPR Page 1
3) 10 = MPR Page 2
4) 11 = MPR Page 3

tvrp and tmoo must be satisfied.
Redirect all subsequent Read commands to specific MPRx location.
Issue RD or RDA command.

a. BA1 and BAO indicate MPRx location:
1) 00 = MPRO
2) 01 = MPR1
3) 10 = MPR2
4) 11 = MPR3
b. A12/BC# = 0 or 1; BL8 or BC4 fixed-only, BC4 OTF not supported.
1) If BL = 8 and MRO A[1:0] = 01, A12/BC# must be set to 1 during MPR Read commands.

c. A2 = burst-type dependant:
1) BL8: A2 = 0 with burst order fixed at 0, 1, 2, 3, 4, 5,6, 7
2) BL8: A2 = 1 not allowed
3) BC4: A2 = 0 with burst order fixedat0,1,2,3, T, T, T, T
4) BC4: A2 = 1 with burst order fixed at4,5,6,7, T, T, T, T

d. A[1:0] = 00, data burst is fixed nibble start at 00.
e. Remaining address inputs, including A10, BGO are "Don’t Care."

oo~

7. After RL = AL + CL, DRAM bursts data from MPRx location; MPR readout format determined
by MR3 A[12:10] and MR3 A[1:0] .
8. Steps 5 through 7 may be repeated to read additional MPRx locations.
9. Atfter the last MPRx Read burst, tverr must be satisfied prior to exiting.
10. Issue MRS command to exit MPR mode; MR3 A[2] = 0.
11. After the tMOD sequence is completed, the DRAM is ready for normal operation from the core (such as ACT).
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MPR Readout Serial Format
The serial format is required when enabling the MPR function to read out the contents of an MRx, temperature sensor
status, and the command address parity error frame. However, data bus calibration locations (four 8-bit registers) can

be programmed to read out any of the three formats. The DRAM is required to drive associated strobes with the read
data similar to normal operation (such as using MRS preamble settings).

Serial format implies that the same pattern is returned on all DQ lanes, as shown the table below, which uses values
programmed into the MPR via [7:0] as 0111 1111.

Table 30. MPR Readout Serial Format
x4 Device
Serial uio un ui2 ui3 ul4 ul5 uie ui7
DQO 1
DQ1 1
DQ2 1
DQ3 1
x8 Device
Serial uio un ui2 ui3 ul4 ul5 uie ui7
DQO
DQ1
DQ2
DQ3
DQ4
DQ5
DQ6
DQ7

o|lo|o|o
I UG G N
I UG G N
I UG I N
alalala
JEI G G [N
I G I N

o|Oo|OolO|O|O|O|OC
allalalalalala]—
allalalalalala]—
G I N (PTG ) N () N
G I N (PTG ) N () N
allalalalalala]—
alalalalalala|—
allalalalalala|—a

x16 Device
Serial uio un ui2 uI3 ui4 uis ul6 Uiz
DQO
DQ1
DQ2
DQ3
DQ4
DQ5
DQ6
DQ7
DQ8
DQ9
DQ10
DQ11
DQ12
DQ13
DQ14
DQ15

O|O|0O|0O|0O|O|O|0O|O|O|O|O|O|O|OC|O
alalalalalalalalalalalalala]a]—a
alalalalalalalalalalalalala]a]—a
alalalalalalalalalalalalala]la]l—
alalalalalalalalalalalalala]la]l—
alalalalalalalalalalalalalalal—
aAlalalalalalalalalalalalala]a]
alalalalalalalalalalalalala]la]la
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MPR Readout Parallel Format

Parallel format implies that the MPR data is returned in the first data Ul and then repeated in the remaining Uls of the
burst, as shown in the table below. Data pattern location 0 is the only location used for the parallel format. RD/RDA
from data pattern locations 1, 2, and 3 are not allowed with parallel data return mode. In this example, the pattern
programmed in the data pattern location 0 is 0111 1111. The x4 configuration only outputs the first four bits (0111 in this
example).The x16 configuration, the same pattern is repeated on both the upper and lower bytes.

Table 31. MPR Readout Serial Format
x4 Device
Serial ulo V] 4] ui2 ui3 ui4 1] ) ulé uiz
DQO 0
DQ1 1
DQ2 1
DQ3 1
x8 Device
Serial ulo (V] }] uUi2 ui3 ui4 1] ulé uiz
DQO
DQ1
DQ2
DQ3
DQ4
DQ5
DQ6
DQ7

a|lalalo
a|lalalo
a|lalalo
a|lalalo
alalalo
a|lalalo
a|lalalo

aAla|lalalalalo

aAlalala|lalalalo
aAlalala|lalalalo
aAlalala|lalalalo
aAlalala|lalalalo
alalalalalala|lo
aAlalala|lalalalo
aAlalalalalalalo

1
x16 Device
Serial ulo un ui2 uI3 ui4 ul5 ulé uiz
DQO
DQ1

DQ2
DQ3
DQ4
DQ5
DQ6
DQ7
DQ8
DQ9
DQ10
DQ11
DQ12
DQ13
DQ14
DQ15

aAlalalalalala|lolmalala|lalala|lo
alalalalalala|lolmlalala|lalala|lo
alalalalalala|lolmlalala|lalala|lo
alalalalalala|lol=mlamlala|lalala|lo
alalalalalala|lol=mlalala|lalala|lo
Alalalala|lalalo|lawlalala|la(a]la|lo
aAlalalalalala|lolmalmala|lalala|lo
aAlalalalalala|lolmlalala|lalalalo
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MPR Readout Staggered Format

Staggered format of data return is defined as the staggering of the MPR data across the lanes. In this mode, an
RD/RDA command is issued to a specific data pattern location and then the data is returned on the DQ from each of
the different data pattern locations. For the x4 configuration, an RD/RDA to data pattern location 0 will result in data
from location 0 being driven on DQO, data from location 1 being driven on DQ1, data from location 2 being driven on
DQ2, and so on, as shown below. Similarly, an RD/RDA command to data pattern location 1 will result in data from
location 1 being driven on DQO, data from location 2 being driven on DQ1, data from location 3 being driven on DQ2,
and so on. Examples of different starting locations are also shown.

Table 32. MPR Readout Staggered Format, x4

x4 Read MPRO Command x4 Read MPR1 Command x4 Read MPR2 Command x4 Read MPR3 Command
Stagger UI[7:0] Stagger UI[7:0] Stagger UI[7:0] Stagger UI[7:0]
DQO MPRO DQO MPR1 DQO MPR2 DQO MPR3
DQ1 MPR1 DQ1 MPR2 DQ1 MPR3 DQ1 MPRO
DQ2 MPR2 DQ2 MPR3 DQ2 MPRO DQ2 MPRA1
DQ3 MPR3 DQ3 MPRO DQ3 MPR1 DQ3 MPR2

It is expected that the DRAM can respond to back-to-back RD/RDA commands to the MPR for all DDR4 frequencies
so that a sequence (such as the one that follows) can be created on the data bus with no bubbles or clocks between
read data. In this case, the system memory controller issues a sequence of RD(MPRO0), RD(MPR1), RD(MPR2),
RD(MPR3), RD(MPRO0), RD(MPR1), RD(MPR2), and RD(MPR3).

Table 33. MPR Readout Stag

ered Format, x4 — Consecutive Reads

Stagger UI[7:0] UI[15:8] Ul[23:16] Ul[31:24] UI[39:32] Ul[47:40] UI[55:48] UI[63:56]
DQO MPRO MPR1 MPR2 MPR3 MPRO MPR1 MPR2 MPR3
DQ1 MPR1 MPR2 MPR3 MPRO MPR1 MPR2 MPR3 MPRO
DQ2 MPR2 MPR3 MPRO MPR1 MPR2 MPR3 MPRO MPR1
DQ3 MPR3 MPRO MPR1 MPR2 MPR3 MPRO MPR1 MPR2

For the x8 configuration, the same pattern is repeated on the lower nibble as on the upper nibble. READs to other
MPR data pattern locations follow the same format as the x4 case. A read example to MPRO for x8 and x16
configurations is shown below.

Table 34. MPR Readout Staggered Format, x8 and x16

x8 Read MPRO Command x16 Read MPRO Command

Stagger UI[7:0] Stagger UI[7:0] Stagger UI[7:0]
DQO MPRO DQO MPRO DQ8 MPRO
DQ1 MPR1 DQ1 MPR1 DQ9 MPR1
DQ2 MPR2 - DQ2 - MPR2 DQ10 MPR2
DQS3 MPR3 DQS3 MPR3 DQ11 MPR3
DQ4 MPRO DQ4 MPRO DQ12 MPRO
DQ5 MPR1 DQ5 MPR1 DQ13 MPR1
DQ6 MPR2 DQ6 MPR2 DQ14 MPR2
DQ7 MPR3 DQ7 MPR3 DQ15 MPR3
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 66. MPR Read Timing

CKi#
CK
CMD
CHE
DOs#
Das
ADDR
DOs
MNOTE 1. Mull-Purposs Registers ReadWrile Enabla (MR3 A2 = 1) 5
- Rediroct all subsequent redd and wites 1o MPR locations R THMRE RS - Donti e
NOTE 2. Address selting
- A[1:0] = "00°b (data bursi order is fixed starling el nibble, always 00b hera)
» A|2]= "0 {For BL=8, burst order is fooed 810,1,2,3.4,56.7)
- BAY and BAD indicate the MPR, location
= 810 and other addess pins are don't cate inclueding BGO, A2 i don't cane whan
MRO AL1:0] = "00" or “107, and must ba '1'b when MRO A[1:0] ="01"
NOTE 3. Multi-Purpose Registers ReadWrite Disable (MR3 A2 =0)
MOTE 4. Conlirue with regular DRAM command.
NOTE &, PLiParity labency) is added o Data culpat delay whan C08, parity latency mode is enabled.
Figure 67. MPR Back to Back Read Timing
T T2 15 Tal Tal Ta2 Ta3 Tad Tas Tal Ta? Tag Tag Tald
CHe i Py peese . par asia, pns i i
CE ;| i R (R L - et [ M L o LR, Ay | |
£h o G 4 O O O O € O OO G 06 06 O
CHE . '
AvoR o, G o "¢ " O 00 0 O O b 4 0 40 OO
12 (8L =8 Fimedh wed Y oy Y bad ¥ ouma Y uma Y ien Y ouwt Y oor f e W e Y omd Y i Y wma Y el Y el Y am?
)
Di5a
B
[ (B2 Feewd) g i u uri ¥ Aad ﬂ o TR §T T

ROTE 1. KCCO_S = 4, Rand Proaebls « 11K - - came
HOTE 3 Addross, saftng

A1:0] = 60 (datn burst codor |s faed sinring ol nibbls, abwnys 006 heee)

ALE Y (For BL=0, burst ondes |8 Sxed ot 0.9,2.385.8.7) (For B4, bure order i fiked &1 0. 1.2 0. 1T.T.T.T)

= BAT wnd BAD incdlewin the MPR location

A0 and other address prs s don T cars indluding BG0. A2 5 don’ oono whon WD AJ 0] 007 or =10°, and must be ' 1D whon MAD AJ1 0] = 501
HOTE 3 PLiPanty laloncy) s acded % Dols ouipst dolay whesn S0 panty tafency mode is enntiled
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 68. MPR Read to Write Timing
Ta5

we 7T W W
Das# i —t
Dos L PL* + AL+ CI, .
ADDR ADD" WAL v WL WALID WAL WALIE '-".I'\.LE'_'I WALIE '-"ﬁ.l. ] ADD
I R | | | | e |
| v |
NOTE 1. Address setling i TiME BREAK [Jii] Don't Care
= A[1:0] = "00'b (data burst order ia fixed starting at nibble, always 00b here)
- Aj2]= "'k (For BL=E, burst order is fixed a1 0,1,2,3,4,5.6.7)
= BA1 and BAD indicate the MPR location
= A10 and other addrass pins are don'l case ncluding BGO0. A12 is don't care when MRD A[1:0] = “00°, and must ba "1’k when MRO A]1:0] = "01°
NOTE 2. Address setting
- BA1 and BAD indicate the MPR location
= A [7:0] = data for MPR
= A10 and other address pins are don'l cam
NOTE 3, PL{Parity lalency) s addad to Data cutput delay when CiA panty [atency mode |s enabled

MPR access mode allows 8-bit writes to the MPR Page 0 using the address bus A[7:0]. Data bus inversion (DBI) is

not allowed during MPR Write operation. The DRAM will maintain the new written values unless re-initialized or there
is power loss.

The following steps are required to use the MPR to write to mode register MPR Page 0.

The DLL must be locked if enabled.
Precharge all; wait until tre is satisfied.

MRS command to MR3 A[2] = 1 (enable MPR data flow) and MR3 A[1:0] = 00 (MPR Page 0); writes to 01, 10,
and 11 are not allowed.
tmrp and tmop must be satisfied.

Redirect all subsequent Write commands to specific MPRx location.
Issue WR or WRA command:

a. BA1 and BAO indicate MPRx location
1) 00 = MPRO
2) 01 = MPR1
3) 10 = MPR2
4) 11 = MPR3
b. A[7:0] = data for MPR Page 0, mapped A[7:0] to UI[7:0].
c. Remaining address inputs, including A10, and BGO are "Don’t Care"

ook wh~

7. twr mpr must be satisfied to complete MPR Write.

8. Steps 5 through 7 may be repeated to write additional MPRx locations.
9. After the last MPRXx write, twprr must be satisfied prior to exiting.

1? Issue MRS command to exit MPR mode; MR3 A[2] = 0.

When the tmop sequence is completed, the DRAM is ready for normal operation from the core (such as ACT).
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 69. MPR Write Timing and Write to Read Timing
TO Tal Tal To Tch Tel Tc2 Tdd Td1 Td2 Td3 Td4 Td3

PL’ AL+ CL

a

(] [ A y | | woe W o Y vz X uea Y wee W wis X ue Y wer

]

i me BREAK [JJ] Don't care
NOTE 1, Multi-Purpose Rogisters Read Write Enablo (MR3 AZ = 1)
NOTE 2. Address sething - BA1 and BAD indicate the MPR localion
- A4 [720] = data for MPR
- AT0 and olhir address ping ane Gon’l cane
NOTE 3. PL{Panity latency) s added to Data oulput delay whan CAA parity Islancy mode is enablad

Figure 70. MPR Back to Back Write Timing

oc ' H ' w ' \ 4 ' \ A ' w ' \ A
oo IE MBS B BB BB

Das#
Dos

18]
 Time BrREAK [JJJ] Don't care
NOTE 1. Addrass satling
- BA1 and BAD indscate the MPR location

-& [T:0] = data for MPR:
- A10 and other addrass pins are don't cara
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 71. Refresh Command Timing
Tad Tal Thi Tb1 Tb2 Th3 Tb4 Tl Tel Tc2 Tc3 Tc4

CNMD

ADDR m - @- @ WAL WAL VALID VALID u.nil:u"mm NALID VALID VALID

* TME BREAK [JJi] Don't Care
MOTE 1. Multi-Purpose Registers Read/\Write Enabla (MR3 A2 = 1)
- Redirect all subsoquent read and writes to MPR locations
MNOTE 2. 1x Refresh is only allowed when MPR moda is Enabla

Figure 72. Read to Refresh Command Timing
Tal Tai Taz2 Ta3 Tad Ta% Tab Ta? Tag Tag

CH#
CK

e ﬂ.@.@@@@.@@@@
« W W W W W WY VWY VW WW

PL+AL+CL " AR {4411+ Clocks .. larc

won eI EHE @@ @@ M@ @O @D

DOS# oy -a

Das ! P

Dios L[] L] mn ! Lz 3 X Ul LIS LAG uir
oS oce :

(¥

Ui X iz ¥ L ]
o e BReAK [} cort care

NOTE 1. Address setting
- #01:0] = *00'b (dats baest order [ foeed staning at nibble, always 00b hene)
- #Z]= "0°b (For BL=8, burs order is fooed at0,1,2,3.4.5,8,7)
- BAT and BAD indicale thee MPR location
= A10 and other address ping are don't care Including BGO, A12 ik don't care when MRD AJ1:0) = *00° or =107,
and mus! be *1'b when MRD AJ1:0] = *01°
NOTE 2 1x Rafresh is only alowad when MPR mode is Enabla

Figure 73. Write to Refresh Command Timing

laec

GKEI'H"""""

D5
Dos

Pl

@mw

i imE BReaK [Ji] Don't Care

NOTE 1. Address setling - BAT and BAD indicala the MR localion - A [T:0] = data for MPR
- A10 and other address pans are don't care
HOTE 2 1x Relresh s only allowed whan MPR mode s Enable
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

DDR4 Key Core Timing

Figure 74. tCCD Timing (WRITE to WRITE Example)
TO T T2 T3 T4 15 T8 T10 Ti1 T12 T13

0 6 0 o O 0 O om0 o

|.. "

K

7 mime Break [l poN'T CARE

MOTE 1. ICCD_S | CAS240-CASE dalay (shor) | Applies o conseculive CASH to different Bank Group (e, TO o T4}
MOTE 2 1CCD_L - CASs-io-CASH dalay (long) - Applies o consecutive CASH to the same Bank Group (e, T4 1o T10)

Figure 75. tCCD Timing (READ to READ Example)
TO T T2 ™™ T4 T5 T8 T10 Ti1 Ti2 T13

G
CK

CMD HEAD DES bES OES @ DF_s DES READ CEs @-

b
poon

// TIME BREAK - DON'T CARE

NOTE 1 1CCD_5 ' CASE-10-CASE delay (sho) | Apples (o conseculive CASE to different Bank Group (e, TO 1o T4)
HOTE 2 1CCD_L - CASS-10-CASE dalay (long) | Apples 1o consaculiag CASS to the sama Bank Group (e, T4 o T10)

Figure 76. tRRD Timing

CHEA

CK [ — -, L — - . T 7 L I f o L -

G e 0 6 G &6 6 6 G &6 &
t trro_s : 8 trrn L J

Bank G I

oy o

Bk

AD0R

v mime ereak ] oonTcARE

MOTE 1. tRRD_S: ACTIVATE to ACTIWATE Command paniod {shod) | Applies {o consecutive ACTIWVATE Commands to different
Bank Group (Le., TO to T4)

NOTE 2 tRRD_L: ACTIVATE to ACTIVATE Command pened (kong) - Applias o consecutve ACTIVATE Commands to the didferent
Banks of the sama Bank Group (Le , T4 to T10)
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 77. tFAW Timing

o N TS . 0D
Bank

ADDR

/ TIME BREAK - DOMN'T CARE

NOTE 1. IFAW: Four activale window,

Figure 78. tWTR_S Timing
(WRITE to READ, Different Bank Group, CRC and DM Disabled)
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Figure 79. tWTR_L Timing
(WRITE to READ, Same Bank Group, CRC and DM Disabled)
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Programmable Preamble

The DQS preamble can be programmed to one or the other of 1 tck and 2 tck preamble; selectable via MRS (MR4
A[12:11]). The 1 tck preamble applies to all speed-Grade and The 2 tck preamble is valid for DDR4-2666/3200 speed-
Grade.

Write Preamble
DDR4 supports a programmable write preamble. The 1 tck or 2 tck Write Preamble is selected via MR4 A[12]. Write
preamble modes of 1 tck and 2 tck are shown below.

When operating in 2 tck Write preamble mode in MR2 CWL (CAS Write Latency), CWL of 15t Set needs to be
incremented by 2 nCK and CWL of 2" Set does not need increment of it. twrr must be increased by one clock cycle
from the twrr required in the applicable speed bin table. WR must be programmed to a value one or two clock cycle(s),
depending on available settings, greater than the WR setting required per the applicable speed bin table.

Figure 80. 1tCK vs. 2tCK WRITE Preamble Mode

Preamble

DQs, DOs#H
11cK mode o
DQ \po X ot X2 X 03 X o4 X o5 X o6 X 07/
Preamble
DQS. DGS‘# “;{---‘.-‘“.-“-“‘-“J}u""-""' ‘:-“ﬂwh--'ﬂ.. -----
2 1CK mode

DaQ \po X ot X'oz X 03 X 04 X 05 Y06 X 07/

The timing diagrams contained in tcco=4 (AL=PL=0), tcco=5 and tcco=6 (AL=PL=0) illustrate 1 and 2 tck preamble
scenarios for consecutive write commands with tccop timing of 4, 5 and 6 nCK, respectively. Setting tcco to 5nCK is not
allowed in 2 tck preamble mode.

Figure 81. tCCD=4 (AL=PL=0)

1l Mode

CER
K

DO5. DESs

Ay M

CKa
CH

DOS DS

= # o R T O 00 00 R L T
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 82. tCCD=5 (AL=PL=0)

)
o2 : I 00 X 01 02 ) 0o )04 ) 08 ) 08 ) o1/ \D 01 02 A )

Zeex WMOOOES Loep=5 18 NCA Allowed in 2,0 mode

Figure 83. tCCD=6 (AL=PL=0)
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Bead Preamble

DDR4 supports a programmable read preamble. The 1 tck and 2 tck Read preamble is selected via MR4 A[11]. Read
preamble modes of 1 tck and 2 tck are shown as follows:

Figure 84. 11CK vs. 2tCK READ Preamble Mode
Preamble

1t toggle nad”
oQ \ oo X o1 X o2 X o3 X os Xos XosX o7/
Preamble ‘ ‘
Das, Das# ‘-:: y ! i s
2tex toggle o oo
Da \nuXmXDszXmXuangxm..?
Bead Preamble Training

DDR4 supports Read preamble training via MPR reads; that is, Read preamble training is allowed only when the
DRAM is in the MPR access mode. The Read preamble training mode can be used by the DRAM controller to train or
"read level" its DQS receivers. Read preamble training is entered via an MRS command (MR4 A[10] = 1 is enabled
and MR4 A[10] = 0 is disabled). After the MRS command is issued to enable Read preamble training, the DRAM DQS
signals are driven to a valid level by the time tspo is satisfied. During this time, the data bus DQ signals are held quiet, i.e.
driven high. The DQS signal remains driven low and the DQS# signal remains driven high until an MPR PageO Read
command is issued (MPRO through MPR3 determine which pattern is used), and when CAS latency (CL) has expired,
the DQS signals will toggle normally depending on the burst length setting. To exit Read preamble training mode, an
MRS command must be issued, MR4 A[10] =0.

Figure 85. READ Preamble Training

DQS dri
Ve READ

Dﬂmuinturdnv;_-ln} \\ X X X X X X X /

NOTE 1. Read Preamble Training mode is enabled by MR4 A10 = [1]

Table 35. AC Timing Table

Symbol Parameter Min. Max. Unit

tspo Delay from MRS Command to Data Strobe Drive Out - tmop + 9ns
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Postamble
Bead Postamble

Whether the 1 tck or 2 tck Read Preamble Mode is selected, the Read Postamble remains the same at 1/2 tck. DDR4 will support a
fixed read postamble.

Read postamble of nominal 0.5 tck for preamble modes 1,2 tck are shown below:

Figure 86. READ Postamble
Preamble Postamble

Das, pas# ‘-. ot
1tc« toggle
i OO
Freamble FPostamble
DQs, Das# .l'E \" .. Postam
2icx toggle O —

o A X XXX X X/

Write Postamble
Whether the 1 tck or 2 tck Write preamble mode is selected, the Write postamble remains the same at 1/2 tck. DDR4 will support a
fixed Write postamble.

Write postamble nominal is 0.5 tck for preamble modes 1,2 tck are shown below:

Figure 87. WRITE Postamble

Preamble it bt
Das, DOSH - s
1t toggle
% X X7
Preamble roslinye
..“ 1\.{“"1. -------
Das, DOSH T I st
2lok toggle

o A A X X X XX/
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Activate Command

The Activate command is used to open (or activate) a row in a particular bank for a subsequent access. The value on
the BGO in x16 select the bank group; BA0-BA1 inputs selects the bank within the bank group, and the address
provided on inputs A0-A14 selects the row. This row remains active (or open) for accesses until a precharge
command is issued to that bank or a precharge all command is issued. A bank must be precharged before opening a
different row in the same bank.

Precharge Command

The Precharge command is used to deactivate the open row in a particular bank or the open row in all banks. The
bank(s) will be available for a subsequent row activation a specified time (irp) after the Precharge command is issued,
except in the case of concurrent auto precharge, where a Read or Write command to a different bank is allowed as
long as it does not interrupt the data transfer in the current bank and does not violate any other timing parameters.
Once a bank has been precharged, it is in the idle state and must be activated prior to any Read or Write commands
being issued to that bank. A Precharge command is allowed if there is no open row in that bank (idle state) or if the
previously open row is already in the process of precharging. However, the precharge period will be determined by the
last Precharge command issued to the bank.

If A10 is high when Read or Write command is issued, then auto-precharge function is engaged. This feature allows
the precharge operation to be partially or completely hidden during burst read cycles (dependent upon CAS latency)
thus improving system performance for random data access. The RAS lockout circuit internally delays the precharge
operation until the array restore operation has been completed (tras satisfied) so that the auto precharge command
may be issued with any read. Auto-precharge is also implemented during Write commands. The precharge operation
engaged by the Auto precharge command will not begin until the last data of the burst write sequence is properly
stored in the memory array. The bank will be avaiable for a subsequent row activation a specified time (tre) after
hidden Precharge command (AutoPrecharge) is issued to that bank.
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Read Operation
Read Timing Definiti

Read timings are shown below and are applicable in normal operation mode, i.e. when the DLL is enabled and locked.

Rising data strobe edge parameters:

« toasck min/max describes the allowed range for a rising data strobe edge relative to CK, CK#.
« tpasck is the actual position of a rising strobe edge relative to CK, CK#.

« tasn describes the DQS, DQS# differential output high time.

« tbasa describes the latest valid transition of the associated DQ pins.

« tan describes the earliest invalid transition of the associated DQ pins.

Falling data strobe edge parameters:

« tasL describes the DQS, DQS# differential output low time.
« tbasa describes the latest valid transition of the associated DQ pins.
« tan describes the earliest invalid transition of the associated DQ pins.

toasa; both rising/falling edges of DQS, no tac defined.

Figure 88. READ Timing Definition

CK#
CK
Iposci mn
Yocsen mn '
—H lnosck E‘_q"_d,
E | ooy
: t |
tbasckmax ! — .
! tmﬁj ;
IS S i E
toasck center ¢ E =
| : :
i i a2 ] :
toasck min L.__ ' = |
E TW: lm: 1
pas# --=----
DQs
Associated
DQ Pins
NDQ86PFIv1.1-8Gb(x16)20230605 89

INSIGNIS



8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Read Timing: Clock to Data Sirobe relationshi

The clock to data strobe relationship is shown below and is applicable in normal operation mode, i.e. when the DLL is
enabled and locked.

Rising data strobe edge parameters:

« tpasck min/max describes the allowed range for a rising data strobe edge relative to CK, CK#.
» tbasck is the actual position of a rising strobe edge relative to CK, CK#.

« tasH describes the data strobe high pulse width.

Falling data strobe edge parameters:

» tasL describes the data strobe low pulse width.

o tizpas), thzpas) for preamble/postamble.

Figure 89. Clock to Data Strobe Relationship

CK#
CK
DQS, DQS#
Early Strobe

tzi008) ma oxomey  tloosckose  Hlooscxons | looscx men bum
DQS, DQS# S : i % i % : % ; :
Late Strobe Roasd :

NOTE 1. Within a burst, rising strobe edge can be varied within toqascx While at the same voltage and temperature. However
incorporate the device, voltage and temperature variation, rising strobe edge variance window, tpasci ¢an shift
between toascrming 8Nd toascrima- A timing of this window's right inside edge ( latest ) from risinG CK, CK# is
limited by a device's actual toascximax- A timing of this window’s left inside edge (earliest) from rising CK, CK# is
limited by togscx(me)-

NOTE 2. Notwithstanding note 1, a rising strobe edge with tpascimay at T(n) can not be immediately followed by a rising strobe
Edge with toasckmny @t T(n+1). This is because other timing relationships (tasu. tosy) exist: if toasckimey < 0:
toasckiay < 1.0 tex « (tassmin + tastmn) = toasckine )|

NOTE 3. The DQS, DQS# differential output high time is defined by tasy and the DQS, DQS# differential output low time is
defined by tas:.

NOTE 4. LikeWise, tLZ(DQS)min and tHZ(DQS)min are not tied to tDQSCKmin (early strobe case) and tLZ(DQS)max and
tHZ(DQS)max are not tied 1o tpascxmay (late strobe case).

NOTE 5. The minimum pulse width of read preamble is defined by taere min)-

NOTE 6. The maximum read postamble is bound by toascimn) PIUS tasima ON the left side and byzoasimay ON the right side.

NOTE 7. The minimum pulse width of read postamble is defined by tapsyma)-

NOTE 8. The maximum read preamble is bound by Y zpasme) ON the left side and hascimse ©N the right side.
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Read Timing: Data Sirol D lationshi

The Data Strobe to Data relationship is shown below and is applied when the DLL is enabled and locked. Rising data
strobe edge parameters:

« tpasa describes the latest valid transition of the associated DQ pins.

« tan describes the earliest invalid transition of the associated DQ pins.

Falling data strobe edge parameters:

« tpasa describes the latest valid transition of the associated DQ pins.
« tan describes the earliest invalid transition of the associated DQ pins.

toasa; both rising/falling edges of DQS, no tAC defined. Data Valid Window:

« tovwd is the Data Valid Window per device per Ul and is derived from (taH - tbasa) of each Ul on a given DRAM. This
parameter will be characterized and guaranteed by design.

« tovwp is Data Valid Window per pin per Ul and is derived from (taH - tbasa) of each Ul on a pin of a given DRAM.
This parameter will be characterized and guaranteed by design.

Figure 90. Data Strobe to Data Relationship
ks T T T e T e

CK

P i S—g

{ mee i sead et 1 - AL ;l...-..-l' Emm I mmead R
1 | 1 1 ! H 1 H
T @ o o @ o o o @

i RL=AL +CL+PL | i

ADDR

DOs DOsHE

[B18]
{Last data vahd)

D
{First data no konger vahd)

B e NCICXOXORCXORCRC I

[ ] ransimoninG pata [Ji] oon'T cARE

NOTE 1.BL=8, AL =0, CL = 11, Preamble = 1y«

NOTE 2. Dout n = data=out from column n.

NOTE 3. DES commands are shown for ease of illustration; other commands may be valid at these times.

MOTE 4. BLB setting activated by either MRO[41:0 = 00] or MRO[A1:0 = 01] and A12 = 1 during READ command at TO.

MOTE 5. Qutput timings are referencad to VDDQ, and DLL on for locking.

NOTE B. tpgss defines the skew between DS, DOSH to Data and does not define DOS, DOS# to Clock.

NOTE 7. Early Data transitions may not always happen at the same DO. Data transitions of a DO can vary (either aarly or late) within a burst.

NDQ86PFIv1.1-8Gb(x16)20230605 91 | N S |@ N | S



8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

tLz(pas), tLz(pq), tHZ(D@S), tHZ(DQ) Calculation

thz and t.z transitions occur in the same time window as valid data transitions. These parameters are referenced to a
specific voltage level that specifies when the device output is no longer driving thzpas) and thzpa), or begins driving
tizias), tLzpag)-

tLz shows a method to calculate the point when the device is no longer driving thzpas) and tizpa), or begins driving
tLzipas), tLzpa), by measuring the signal at two different voltages. The actual voltage measurement points are not critical
as long as the calculation is consistent. The parameters tizpas), tLzpa), tHz(pas), and thzpaq) are defined as single ended.

Figure 91. tLZ(DQ) and tHZ(DQ) method for calculating transitions and begin points

fizion; - CK — CK# rising crossing at RL

—_——==

__________ 1.0xVobpa
Begin point: Extrapolated point at 1.0xVoce
WVew?Z
Ve 0.7%Vooa
_________ 0.4xVooa

t.zinay begin point is above-mentioned extrapolated point.

tuzioa with BLS: CK — CK# rising crossing at RL+4 pCK
tyzoo with BC4: CK — CK# rising crossing at RL+2 nCK

-

1.0%Vooa

0.7%Vora

0.4xVopa

Begin point: Extrapolated point’

tgzoa) begin point is above-mentioned extrapolated point.

NOTE 1. Extrapolated point (Low Level) = Vooa/(50+34) x 34
=Vooc x 0.40
- A driver impedance : RZQ/7(34ohm)
- An effective test load - 50 ohm fo V17 = Vooa

Table 36. Reference Voltage for tLZ(DQ), tHZ(DQ) Timing Measurements

Symbol Parameter Vsw1i Vsw2 Unit
tLzq) DQ low-impedance time from CK, CK# (0.70 - 0.04) x Vopa (0.70 + 0.04) x Vopa \%
tHz(a) DQ high impedance time from CK, CK# (0.70 - 0.04) x Vbpa (0.70 + 0.04) x Vbpa \Y
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Figure 92. tLZ(DQS#) and tHZ(DQS) method for calculating transitions and begin
tizicass - CK — CK# rising crossing at RL-1 with 1tz Preamble
tziposs - CK — CK# rising crossing at RL-2 with 1tcx Preamble

————

————— Vopar
1.0xVopa
Begin point: Extrapolated point at 1.0xVooo
Vaw2
s e e S 0.7xVooa
————————— 0.4xVooa

tizipazs, begin point is above-mentioned extrapolated point.

tygoas with BLS: CK — CK# rising crossing at RL+4 pCK
tpziooz) with BC4: CK — CKZ# rising crossing at RL+2 pCK

-------- 0.4xVopa
Begin point: Extrapolated point’

tpzons; begin point is above-mentioned extrapolated point.
NOTE 1. Extrapolated point (Low Level) = Vooo/(50+34) x 34
= Vooax 0.40

- A driver impedance | RZQ/7(34o0hm)
- An effective test load ; 50 ohm to V7 = Vooa

Table 37. Reference Voltage for tLZ(DQS#), tHZ(DQS) Timing Measurements

Symbol Parameter Vsw1i Vsw2 Unit
tLzpas#) DQS# low-impedance time from CK, CK# (0.70 - 0.04) x Vbpa (0.70 + 0.04) x Vbpa \%
thz(pas) DQS high impedance time from CK, CK# (0.70 - 0.04) x Vbpa (0.70 + 0.04) x Vbpa \%
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Figure 93. Method for calculating tRPRE transitions and endpoints
CK ——

Sing ended signal, provided
as background information

DQS# S mmemmem===== \VDDQ

=== === [ 7xVODOD

Sing ended ;ignal, provided

as background information 0.4 x VDDQ
0.6 xVDDQ
T
; 0.3xVDDQ
DQSs, DQs# 0
Resulting differential End point:

Extrapolated point

MOTE 1. Low Level of DQS and DQS# = Vooe/(50+34) x 34
= Voo x 0.40

- A driver impedance : RZQ/7(34o0hm)

- An effective test load : 50 ohm to Vrr = Vooo

Table 38. Reference Voltage for tRPRE Timing Measurements
Symbol Parameter Vsw1i Vsw2 Unit

trPRE DQS, DQS# differential Read Preamble (0.30 - 0.04) x Vppa (0.30 + 0.04) x Vppa \%
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Figure 94. Method for calculating tRPST transitions and endpoints

CK _==n L | _==s
et I ) S e e VDD2
Ck#
Sing ended signal, provided @ ——— Yy~~~ ~~~7T - ~-~—-=—-—- vDDQ
as background Ef_ﬂrTa_tm_n_ __ e e e e m e 07xVDDQ
pps 2020000 —tte e e e = - 0.4 xVDDQ
st 00— ———————— - -- voDQ
——————————————————————— 0.7 xVDDQ
Sing ended signal, provided
as background informaton @~ 2= Z0———F-=-—-==-===-—=-—-—-- 0.4 xVDDQ
DQS, DQS# 0
Resulting differential 0.3 x VDDQ
0.6 xVDDQ

End point: Extrapolated point

MOTE 1. Low Level of DQS and DQS# = Vooo/(50+34) x 34
= Voo x 0.40

- A driver impedance : RZQ/7(34ohm)
- An effective test load : 50 ohm to Vrr = Vooe

Table 39. Reference Voltage for tRPST Timing Measurements
Symbol Parameter Vswi Vsw2 Unit

tresT DQS, DQS# differential Read Postamble (-0.30 - 0.04) x Vopa (-0.30 + 0.04) x Vopa \%
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Read Burst Operation

DDR4 Read command supports bursts of BL8 (fixed), BC4 (fixed), and BL8/BC4 on-the-fly (OTF); OTF uses address
A12 to control OTF during the Read or Write (auto-precharge can be enabled or disabled).

« A12 =0, BC4 (BC4 = burst chop)

« A12=1,BL8

Read commands can issue precharge automatically with a read with auto-precharge command (RDA); and is enabled
by A10 high.

o Read command with A10 = 0 (RD) performs standard Read, bank remains active after read burst.
o Read command with A10 = 1 (RDA) performs Read with auto-precharge, back goes in to precharge after read burst.

Figure 95. READ Burst Operation RL = 11 (AL =0, CL = 11, BLS8)

Ta2 Ta?

> : Ly OCEMEMEENENENEY

D TRANSITIONING DATA . DON'T CARE

NOTE 1. BL = 8 AL =0, CL = 11, Preambla = Tl
NOTE 2. Doul n = dala-oul from column n
HOTE 3. DES commands are shown for ease of ilustrabon; ofher commands misy be vald at those times

NOTE 4 BLB solting actrealod by odher MROJAT 0 = 00] of MRO[AY 0 = 01] and A12 = 1 during READ command al TO
NOTE 5 CA Panty = Desable, CS 10 CA Lstency = Desable, Resd DB = Disabhs

Figure 96. READ Burst Operation RL =21 (AL =10, CL = 11, BL8)

oG :
L ALt 1 cL=1
AL = AL &
| Mo s [[] mansmosmc oata [JJJj cowtcare
NOTE 1. 8L = & AL = 21, AL = {CL-1), CL = 11, Proambla = 110K
MOTE 2. Doul 0 = dada-oud from codamin n
HOTE 3 DES commands am Shown o aamss of iligsiralion, Gl comimands. may bo vald al hose s
NOTE 4. BLS saifing actraled by eithid MROJAT 0 = 00) or MROJAT 0 = 01) and A12 = 1 dupng READ command al T0
NOTE & CA Parfy = Disable, C5 to CA Latency = Desable, Read DEI = Deatle
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Figure 97. Consecutive READ (BL8) with 11CK Preamble in Different Bank Group
2

L] 1 T

T1d TS TG T
ey e e e rrrany | — e .

.....................

]
BLa i
e il 1 [] mansimonme cata [ oowr care
NOTE 1. BL=8 AL =0, CL = 11, Prasmble = 100K
ROTE 2. Doul m or b = dala-coft from cofemnn i {of columan k)
NOTE 3. DES Commands ane shown 1of ease of Iustaton; oNer commands, may be vatd al hess imes.
WOTE 4 BLE 5etng 3ctvated by esner MROATAD = 0.0] of MROJATIAD = 0'1) and A12 = 1 dunng READ command al T0 and T4
KOTE & CA Panty = Daatse. C 0 CA Latency » Disabie, Read DEY = Disatie
Figure 98. Consecutive READ (BL8) with 2tCK Preamble in Different Bank Group
Cid TO T Td T8 T T Ti2 Ti3 T4 T16 TE TIr TR T18 Tl
sdiead mnny | s i Ly s p— prnnn | p— iy | — panni s P e e N W iy
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NOTE 1 BL =8, AL = 0, CL = 11, Preamble = HCK

ROTE 2 Dot n{of mrdm.mr:rsmmmnmutmmnn;

NOTE 3. DES commands are shown fof ease of ilusiration, olhes commands may be valid al thesge limess.

NOTE 4 BLE sefling actrated by einer MROIATAD = 000] or MRO[AYTAD = 0 8] and ATZ = 1 dunng READ command al TO and T4
NOTE § CA Panty = Desane, C5 1o CA Labency = [D4sable. Read DBI » Disable

3
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Figure 99. Nonconsecutive READ (BL8) with 1tCK Preamble in Same or Different Bank

Group

T0 ™ TS Ti0 ™ T2 T3 T4 Ti5 716 T ™8 T1% T20 T3
CHE g e o ] i P il FIEy
CK '¥n--.-'I Terwan) '-'.-.-..—"ltl - [ — YR L— Yaandl (- — LI - T "\-.--' e
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ecCo AL |
Bank Group BO & =
ADDR @ '] [T, B
won [JRER)
ROS. DS
(nr]

 AL=11
RE =17
)

D TRANSITIOMING DATA - DON'TCARE

MOTE 1. BL = 8 AL = 0. CL = 11, Preambie = TICK Lep g = 5§

MOTE 2. Dol i (iof ) = data-out o colamn n (o0 codemn b).

HOTE 3 DES commansds ane shown for eass of ibusiration; ofher commands may be vakd ot thess times.

HOTE 4 BLE seifing scitvaled by efher MEO[ATAD = 0:0] or MROJATA0 = 0:1] and 412 = 1 duning READ command at T and T8
HOTE 5, CA Parfty = Disable, C5 1o CA Latency = Disable, Read D81 = Disabie

Figure 100. Nonconsecutive READ (BL8) with 2tCK Preamble in Same or Different Bank
Group

TH#3

B =11
b . !:I ansimionna nata [JJJ vowr cane

ROTE 1 BL = 8 AL » 0, CL = 11, Prowmble = 0K koo g =B

HOTE 2 Deed  for b) = dista-cut from column n jof cokemn b

ROTE 3 DES commnpnds are shown for ease of Busvation; o comemands may be vakid af hasn e

ROTE 4. BLA sefing acthaled by eithor MBWATAD » 007 or MRO[ATAS = 0:1] and 412 = 1 during READ command st T and Té
ROTE & CA Parfty » Disable, G5 o CA Latency = [isable, Road 81 = Disatde

ROTE & koop pav5 bsn’ 1 allowed in Mog preambla mods
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Figure 101. READ (BC4) to READ (BC4) with 11CK Preamble in Different Bank Group
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MOTE1. BL =8, AL =0, CL = 11, Preamdss = 11,

HOTE 2. Dout i for ) = dalB-out Bom column i {& column b)

WOTE 3, DES commands are Shown b ease of (kstralon, olhes COMMARTS May De vkl &l s mes.

MOTE £, BC4 Sotting Scivated by eilhst MROGATAD = 1.0] of MAGIATAD = 001] and A12 = D dunng READ command a1 TO and T4
NOTE §, CA Panty = Dsable. 5 s CA Latency = Disahie, Read DB = Dizable

Figure 102 READ (BC4) to READ (BC4) with 2tCK Preamble in Different Bank Group
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Figure 103. READ (BL8) to WRITE (BL8) with 1tCK Preamble in Same or Different Bank

Group
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WOTE 3 DES commands ane shown lor ease of Bosbafion; offed commands rmay be volid ot thess imes
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Figure 104. READ (BL8) to WRITE (BL8) with 2tCK Preamble in Same or Different Bank

Group
Ti2 T2 T4 Ti§ T m? & Tig T2 ™ T2
wa ' Y ¥ ! Femad iam | Ry | — - p—n | — R p— e oy
2SR | PO, S S | S o S, WORR  SOR ST  NESK W L WO, WP W NI [ SO b W | W W S WO L W b W ] DR S S TR S, SO T SRR S ."Ié
S D 0.8 0 8 0 0 6 80 0 0 60 0 0 0 0 O
o oyl L4 Clacka o,

e e R

MOTE1 BL =8, RL = 11{C1 = 11_AL = ), Foad Preambls = 3., WL = 10 (0WL = 941°5 AL = 8], Wills Peearmbio & M.

NOTE 2 Doul n = data-oud from cobemn i, THY b = dafa-in i oobamn b

MOTE 3 DES commarnds. s shown for sases of Busiralion; other comemands. may be vald o these mes

NOTE 4 BLE saliing acthvated by either MREATAD = { 0f o MRHAYAD = (0-1) and A12 = 1 during READ command ai TH and WRITE command st TH
HOTE & When openating in 2 Wikte Prosmble hode, CWL must be programmed bo o valus o least T chodk groster tha the kwest T selting
MIOTE & CA Parky = Dlsabls. C5 1o CA Lstency = Disable. Fload DBI « Disable. Wike DB = Dinable. Wete CRT = Dlaabla
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 105. READ (BC4) OTF to WRITE (BC4) OTF with 1tCK Preamble in Same or Different

Bank Group
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K - s P, L I (- o sl o Lo Pevesed k - . L W
S 0 0.0 6 O 0 8 0 008 0 0 O,
o v . A Chocks
e A W i
Eank Giouy Bhas
LW Gk L]
S o) »
ln | [ 3
Bas. Dot 1'%..___ \ j ' iy
i ]

e

» . ]:E TRANSITIINING DATA - DONT CARE

MOTE 1.8C =4, BL = 1% (CL = 11, AL = 0), Read Proamide o Bl WL = B{CWL = § AL = ], Weite Proamble = 11

NOTE F Do 6 = dain-gul feom column n, DN B = daia-in 1o cofumn b

ROTE 3 DES commands are shown for esse of Bustsation, offwe commands may be valld ol thess Smes

MOTE 4 BCLOTF) safting actvalid by MRIAT AD = 0:1) and A12 = 0 duiing READ coawnand 8 T0 and WRITE command al TE
ROTE & CA Parby = Disabde, C5 o CA Labsrry = Dmable, Road D8 = Desable. Wreite O8I = Dinable, Wite CRIC = Deaable

Figure 106. READ (BC4) OTF to WRITE (BC4) OTF with 2tCK Preamble in Same or Different
Bank Group
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.|r— 2

L T TE LE) ™ T3 T T Tiz

- = « ] mansmonmc nata [ vow care

NOTE 1 BC =4, BL = 11 {CL =11, AL = &}, Read Preambie = 2ee, WL = 10 (000 = Se1°5_ AL = 0} Write Preambls = .

HOTE 2 Dot m = data-oul leom oolueen n, DIN b = daia - o cobamn b

HOTE 3 DES commands i shown lof e of Bustraion; ciher commands. may e vald ol S ees

NOTE 4 BCAOTF) seiming sctviled by MRIGATAD =0 1) and A12 = 0 during READ command m Tl and WRITE cormmand # T6

NOTE 5 WWhein opsrating in 21 Wite Preamble ode. CFL mamst be progiammed 10 o valos of loast 1 diock greatir thas thi keeesl T setiing
HOTE & CA Pary = Disabls, 5 to CA Latency = Disable, Roed DRI = Disabia, Write DBl = Disabls, Wiite CRC = Disablo
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 107. READ (BC4) Fixed to WRITE (BC4) Fixed with 11CK Preamble in Same or
Different Bank Group
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FLs 11

WL=13
A P D TRANSITIONING DATA . DONT CARE

ROTE 1. BC = RL = 11 [CL =11, AL = 0}, Read Presmbds = o WL = 9 {0WL = 5. AL = 0], Wris Preamble = 112«
MOTE 2 Dot = dsis-oul o eokumn n, DN b = data-in by cokesn b

MOTE 3. ES coememands ars shows bor sase of Bustation; other commands mary be vald al these fmes

HOTE 4 BCA(Fioed] salting acSvatid by MRHATAD = 1.0

MOTE & Ca Party = Disabla, 5 1o CA Latency = Dissble, Foead D83 = Disable, Weks DB = Disable, Write CRC = Diaable

Figure 108. READ (BC4) Fixed to WRITE (BC4) Fixed with 2tCK Preamble in Same or
Different Bank Group
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a0, 6, & 0 0 0 O 0 & O 0 O Q 0 00 O
e T 2 Chocks | ) i
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Ol DaEs

hascvite + [ rawsmonn nara [ oowt care

ROTE 1 BG =4 Bl = §14CL = 01, AL = Of Pasd Praambis = S, WL = 13 {0WL = 815, AL = 0] Welts Proamsis = N

ROTE 2 Do B = dala-osl irom ool o, DS B = 8ta-n 1o colwrsn b

RITE 1 DES oomvranty e shown B0 eane of Busision. over COMMBSIY My Be vl 1 Tete Bnes

ROTE 4 B4 tone) aniing actaind Sy MASEEY B0 = 1 8]

ROTE & Whan cosraling 0 31, Weils Panamble Moda, O me] ba prograntemssd i3 2 wilos & inait | clock praater San B kssral TV salling
ROTE & C4 Party = Disalie £ b5 CA Liteasy = Dinatle Nesd D89 - Daaiss Wels DOI = Deible, Wi CRC = Diiable

NDQ86PFIv1.1-8Gb(x16)20230605 102 | N S |@ N | S



8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 109. READ (BL8) to READ (BC4) OTF with 1tCK Preamble in Different Bank Group

TiG

D TRANHTIONING DATA . DONT CARE

HOTE 1, 8L = & AL =0, CL = 11 Puambie = 1t

MOTE 2 DiomdA a {or &) = data-oul frem column n {or column b

MOTE 3 DES commands are shown 14 aad of Bysiatisn, othel commands may be vaid 8 hein Bmas
HOTE 4. BLE setting aciivated by MROAT AS = 071) and A12 = 1 during READ command at T

BCA patting sctivated By MRIATAD = 0] and A12 = 0 during READ command ab Td

HOTE & CA Parity = Disable, C5 to CA Latency = [iaable, Read 041 = Disable

Figure 110. READ (BL8) to READ (BC4) OTF with 2tCK Preamble in Different Bank Group

™ T T it TR T T2 TH3 T4 TS TG Ti? TiB 9 T20 T

ansan, Bra mEan, prava prrary IRETY e
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|}

o e i

=11

D THANSITIONING DATA . DONT CARE

FA—

HOTE 1. BL =B AL =0, CL = 11 Preasmbly = Jiow

MOTE 3 Duosnt n for b = data-oui fiom columm n {or column b

NOTE 3 OES commands me shoam for esse of Bustation; other commands may b vabid af feese tmes

NOTE 4. BLA safting activeted by MAMATAD = 1] and A12 = 1 during READ command at T). BCA satting activated by MDA AD = 0:1] and A12 = 0 during READ command at T4
MOTE 5 CA Farity = Dieabde. C5 b3 CA Lastency = Disalls. Fesd DB = Digakie
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 111. READ (BC4) to READ (BL8) OTF with 1tCK Preamble in Different Bank Group
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o
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S J | e
00
=T
W=R
— " D TRAMSITHINING DATA . DONT CARE

HOTE1 BC=d AL =11 (CL =11 AL = D), Raded Praambile = T WL = 9 {CWL = 3_AL = 3. Wiite Piaambls = Yiex

HOTE 2 Dout n = data-pui from column n, DIM b = dada-in o column b,

NOTE 3. DES commands are shown for oase of Smirafion; olfver commands may ba vald at those fmes

HNOTE 4. BLADTF) natiing mctivated by MRIAT-AD = 007] and A1Z = 0 during READ command o T and WRITE command o2 TG
HOTE &, CA Parity = Disabls, C5 1o CA Lutency = Disable, Rosd D8I = Disabls, Write 081 = Disable, Wiite CRC = Disable

Figure 112. READ (BC4) to READ (BL8) OTF with 2tCK Preamble in Different Bank Group

T4 L] TH0 ™1 TH2 T3 T Ti5 TiE I T2 T13 ™ ™
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bece 3 .da

Bank Groug B
Cae e  .o.

P ki |:| TRAMSITIONING DATA . DON'T CARE

ROTE 1. BL = 8, AL =0, CL » 11 Prosmbia = Fo

ROTE 2 oot m (o1 b) = dsta-oul frem colome o (ol colmn b

ROTE 3 DES commands are ahown for dads of Bustation othae Commands miy be valid # thise Sme

ROTE 4 BC4 softing actvaled by MROA A0 = 31] and 452 = ¢ doving READ commend a1 T, BLE sating scivated by MRO[A1.AD = 0:1) and 412 = 1 during READ command at T4
ROTE §.CA Party = Disable, C5 o ©A Latency = Disable, Road DBl = Disablo
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 113. READ (BC4) to WRITE (BL8) OTF with 11CK Preamble in Same or Different Bank

Group
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D5, Doss

, T | S (£ S Pl Twaar

RL =11

— Lol ¥ D TRANSITIONING DATA . DON'T CARE

NOTE 1. BE = 4, AL = 11(CL = 19, AL = 0 §, Fead Preamibe = Tl WL=S{CWL=5 AL =0}, Wiile Prasmble = Tio

MNOTE 2 Cout n = dala-out trom colmn n, Dil b = dala-n o column &

MOTE 3. DES commands ane shown fof ease of Susiration, other cofenanads may De valkd al e (mes.

MOTE 4 BCA sefting activated by MROJATAD = 0.1} and A12 = O during READ command al TO. BLE sefing activaled by MROIATAD = 0:8) and &12 = 1 during WRITE comemand al T6,
HOTE § CA Fanlty = Disable. C5 fo Ca Latency = Disatie. Rsad DB = Disable, Wiile DAl = Disable, Wiile CRC = Dsabie

Figure 114. READ (BC4) to WRITE (BL8) OTF with 2tCK Preamble in Same or Different Bank
Group

Tia

[] ransmonms pata [ vowr cane

HNOTE 1. BC =4, RL = 11{CL = 11 AL = 8], Read Presenbls = M, WL = 10 (CWL = 41 AL =, Writs Preambia = Mo

HOTE 2 Doul n = data-oul from cokesn n, DI b = datasin ba column b

MOTE 3 DES commands am shown lor aase of Beglnation, othar commands may Bo vald a1 S Gman

NOTE 4 BC4 satting actaiod by MROJATAD = 0:1] and A17 = 0 during READ command at TD. BLS seiing sctvmed by MROAT AN = 0 1] &nd A12 = 1 duiing WRITE command at T6
HOTE & When opemting i 2o Wiile Preamble Mode, CWL musd be programmed o 8 valun at lesst 1 clock greater than tha lowsst CWL saliing

HOTE & CA Pasity = Disable. ©F 10 CA Lwtency = Disable, Resd DB = Dieabda. Write DBI = Diable, Wiite CRC = Disable
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 115. READ (BL8) to WRITE (BC4) OTF with 1tCK Preamble in Same or Different Bank
Group

il D TRANSITIONING DATA . BON'T CARE

NOTE 1 B4 =& RL = 11{CL = 11 _ AL = 0 |, Read Preamble = MCK. WL=S{CWL =3 AL=0), Write Preambin = TICK

NOTE 2, Dout n = data-out fréen column i DN S = dadi-in 8 colusn b

NOTE 3 DES commands ars shown for esss of Busirstion; othar commands may be valld of Bese tmes

:r?QTFE. m.-mmwwm1u = 001 and 412 = 1 during READ command a1 TD. BCA seting acivmed by MRO[AT.AD = 0.1] and 277 = § during
ITE coammmand at T

NOTE G CA Pacty = Drqu 510 CA Lsténsy © Disable, Read DB = Disable. Wit 0B & Disabla, Wiite CRC & Disable

Figure 116. READ (BL8) to WRITE (BC4) OTF with 2tCK Preamble in Same or Different Bank
Group
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Tia T

D 'I:REN SITROMING DATA . DON'T CARE

HOTE 1 B& = B, Rl = 19 {CL = 11, AL = 0}, Hodd Préasbla = Fe WL = 10 (CWL = 5+1°5, AL = ). Writs Préasle = M

SOTE X Dowlin = data-out feom column n, DN b = dats-in o column b

HOTE 3. DES commands afe sfdwn lof sase of Besiralon; ather commands sy be valid al thess Smes

MOTE 4 BLE saiting acthvabed by MABATAD = 0:1) and A12 = 1 during READ command at TO BC4 setting acthvated by MAIEATAD = 0:1) and A132 = 0 during WRITE command i T8
HOTE & When eperating in 210 ¥iite Preamble Moda, CWL muss be programmad bo 2 vaker at least 1 clock greater than Bw kwest CVWL seSing

HNOTE § CA Pasity = Dissble. C5 1o CA Lalency = Disable. Rend DB = Disable, Wiite DBI = Disabde, Wiite CREG = Diustia
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Burst Read Operation followed by a Precharge

The minimum external Read command to Precharge command spacing to the same bank is equal to AL + trre with
trre being the Internal Read Command to Precharge Command Delay. Note that the minimum ACT to PRE timing, tras,
must be satisfied as well. The minimum value for the Internal Read Command to Precharge Command Delay is given

by trrrmin), A New bank active command may be issued to the same bank if the following two conditions are satisfied
simultaneously:

1. The minimum RAS precharge time (trr.min) has been satisfied from the clock at which the precharge begins.
2. The minimum RAS cycle time (trc.min) from the previous bank activation has been satisfied.

Examples of Read commands followed by Precharge are show in Read to Precharge with 1tck Preamble to Read to
Precharge with Additive Latency and 1tck Preamble.

Figure 117. READ to PRECHARGE with 1tCK Preamble
L] m T2 & T o ™ l12 T3 T4 mse Ti6 ma T3 20 T

G (Ee) ] &, (i)

S P

L=, e

=35, Do

D TRAHSITIONING DATA . DONT CARE

KROTE 1 BL=8 AL = 11CL =11 AL = 0 ), PFromsmbis = T tep = 6 a= 11

ROTE 2 Doot m » dats-oul from oolemn n

HOTE 3 DES commands are shomm hir arig of Buseben; sige commuands miy be valid al (hess Smag

MOTE 4 Tho exampls s13umes taay MIN i satished 8 Prochargs command tims{TT) snd that - MIN & satisfad ot the nast Active command Sma(T 18}
HOTE 5 CA Party = Disable. C5 % CA Latescy = Disable. Road DB = Disalla

Figure 118. READ to PRECHARGE with 2tCK Preamble

T Tit 112 Ti3 T4 Ti8 Ti& mr T1& T3 T bl
Frmy b~ £ o FITN e g

= oy st e il

(&

o .@EEEE@@EE@@.@@@
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lnys . bae

L i

R D

D TRANSITIONING DATA . DON'T CARE

NOTE 1 BL =8, RL = 19(CL = 11, AL =0 ), Prousmbis = M=, tare = 6, e = 11

MOTE 2. Dead m = dats-out frsm column n

NOTE 3. DES commands afe shown Tor sasa of Bustation. wm wn'rnlndsmlq- be vald al theso times

NOTE 4. The sxamply astiamed leag MIN i satabed 0 Py d Ve T dnd thast les. WIN is satiaBed &1 the hid Active command tee{T 15)
NOTE & CA Party = Disable, C5 to CA Latency = Disabia, Flaad D8I = Disabie
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Flgure 119. READ to PRECHARGE with Additive Latency and 1tCK Preamble

5 Tlﬂ T1‘1 T!J 24
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e =, " w wPhe

AL =EL, 2= Lasp i | e

L=t

B F

ERTIeE

[] rransmonme oara [ vow care

MOTE 1. BL=8 AL =20 (CL =11 AL = CL: 2}, Proambis = Tig tayp = &, bne = 11

WOTE  Dow n * data-out rom column n

MOTE 3 DES commands ara sbewh for gass of Thtraton o commiandi may b valid ol these Bmas

MOTE 4 Tho example assomes (o bk b setisfied ot Procharge oommenad SmaeT 15 and Shl tae. MBS b safsfed ab e ot Acdive command Sma(T27)
MOTE § CA Party » Disable, C5 10 CA Latency = Disable. Read D6t » Disable

Figure 120. READ with Auto Precharge and 1tCK Preamble

TH

BB e

D TRAMSITIOMING DATA . DON'T CARE

ROTE 1 BL =8 AL=11{CL =11 AL =0 | Presmitds = Tl bere = 6, 1 = 11

HOTE 2. Dout n = data-out freen column n

NOTE 3. DES commuesds are shown for ease of Bustration, other commands may be vald at thess times
HOTE 4. e = § 4atting actvaled by MEDfAT1:9 = 004]

WOTE 5. The sample assumas tae SN b saiified ol the ned Sctive command tima] T 18)

HOTE 6. CA Parity = Disable, G5 1o CA Latency = Disable, Read D8 = Disabls.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 121. READ with Auto Precharge, Additive Latency and 1tCK Preamble

ey 1o ™ T2 T8 0 Tt T12 T1E T8 T2 T T T¥ T24 Ti6 T2
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N

can & a0 o @, o, (=) (=) )
AR =B, n B B )
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e

DS, Dy

DQs, Dorse

NOTE 1 BL= B AL =20 ({1 = 19 AL = CL- 2 ), Pusamble = Thoe 1RTP = 6. e = 11

HOTE 2 Dot n = cataioed Bom cokemn o [] rransmonme oava [ vowr care
ROTE 3, DES commands ae shown br pase of Busiratica. other commands may be valid at those tesan

HOTE 4. tayp = 6 sefing activabed by MRDEA11 9 = 001)

HOTE 6. The sxampls assemes AT, MIN i= satinfed af B next Active command Bma(T27)

NOTE & CA Parity = Disabde, C5 %0 CA Lalency = Disable, Read DE = Dissble

Burst Read O ion with Read DB (Data Bus | ion)

Figure 122. Consecutive READ (BL8) with 1tCK Preamble and DBI in Different Bank Group
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NOTE 1. 84 =8 AL =0, CL = 11, Pinamble = Tl 1061 = Ine

ot b ot S e e [] rransmosms pata ] vont care
HOTE 3 DES commands are shown for sase of Bustmtion; olher commands may be vald ot these fmes

NOTE 4 BLS setting actvated by eithes MRO[ATAD » 0] or MRO{AT.AD # & 1] and A12 » 1 during READ command a1 TO and T4

NOTE § CA Patity = Disable, CS 1o CA Latncy = Dissbin, Read DB1 = Enable
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Burst Read O ion with C JAdd Pari

Figure 123. Consecutive READ (BL8) with 1tCK Preamble and CA Parity in Different Bank
Group
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WOTE 1 BL =8 AL =0, GL= 11.PL = 4, (RL = CL + AL + PL = 15), Proamisio = Tloye DTH"NTW*G bata -mﬂ CARE
MOTE 2 Dot m {or b)) = claba=ou! from ook n | or codumn b

MOTE 3 DES commands ane shown for easd of Bustration, other commands may be valid #1 thess Bmas

HOTE 4 BLE satlisy acivated by sither MRNAT A = 00] or MROLAT AT = 007 and A12 = 1 duning READ command at TO and T4

MOTE & CA Pargy =Enabla, C5 1o CA Latency = Disable, Raad DB = Disable

Figure 124. READ (BL8) to WRITE (BL8) with 1tCK Preamble and CA parity in Same or
Different Bank Group
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HOTE® BC =4 RL =180, =11 AL =0} Resd Pasambde = T, WL=CWL =5 AL =], Wiile Froambla = Tigse

NOTE 2. Dout n = data-out frem column n, Din b = data-in b cobemn b

HOTE 3 DES commands are sbown for ease of Buitralisn. o comnmands may be vald al these Srmess

NOITE 4. BG4 netikag sctheated by MAGEA A0 = 01] amd A1 = 0 during READ command M T0, BLE sefSng acthated by MRO[ATAD = 0:1] and AlZ = 1 daring WRITE command 8 T6
NOTE & CA Parity = Disable, C5 o CA Latency = Disabla, Resad D81 = Disabde, Write DB = Disable, Wike CRC = Disable
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Read to Write with Write CRC

Figure 125. READ (BL8) to WRITE (BL8 or BC4: OTF) with 1tCK Preamble and Write CRC in
Same or Different Bank Group
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D TRANSITIONING DATA . DON'T CARE

NOTE ¥ BL = 8{ e BC = 4! OTF for Wiite), AL = 11 {CL = 19, AL = ), Road Preambla = 1HCE. WL=8 [CWL~9, AL=0} Wit Préambio = tio
NOTE 2. Dout i = dats-oud from cobama a. Din b = date-in to column b

NOTE 3. DES comemancs are shown for esse of Bustation; oier commands may ba vald al thess Smes

MNOTE 4. BLS sefsing activated by sithar MROJATAD = §00] ot MRO[ATAD = (:1) and 412 & 1 during AEAD command &1 TO and Writs command o TR
NOTE 5. BCA sattng acthatid by MROAT0 = 01] and AT = 0 duiing Wilte commasd & T8

NOTE 6 CA Parlty = Disabls, €5 o CA Ladsncy = Disable, Foad 081 = Disable, Wk 081 = Disabls, Wiits CRC = Enable

Figure 126. READ (BC4:Fixed) to WRITE (BC4: Fixed) with 1tCK Preamble and Write CRC in
Same or Different Bank Group
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ROTE 1, BC = 4 (Flend). RL = 11 {CL = 11, AL = 0}, Redd Progentds = s, WL=3 [CWL=9, AL=0), Wrila Preamble = Tia D THANSITIONING DATA . BOWT CARE
HOTE 2 Doul n = data-out iom codumn ne Dén b = dakadin bo colemn b

WOTE 3. DES commands ane shown lor e of Buitation. offtws commands may be valld al thess Bmes

ROTE 4. BCA sefting acSvaied by MR0gATA) = 18]

HOTE & A Parkty » Disable. C5 bo CA Latency = Disable, Read D81 = Disable, Write DI = Disable, Write CRC = Enabin
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Bead to Read with CS to CA Latency

Figure 127. Consecutive READ (BL8) with CAL(3) and 1tCK Preamble in Different Bank
Group

T8
=

L

= e’ | sl
Laig =3

o o 8 &

weia 58

B d W=

MOTE1 Bl =5.AL =0 CL= 11, CAL =3, Prosble = 10, DTWETMN“‘.W‘-M
HOTE 2. Doul n for b = data-oad froem column s (o ookemn b

ROTE 3 DES commands ane sl for pase ol Bushation; offer commandis may b valid at thisa Smes

HOTE 4. BLS seting sctivaind by slther MROEATAD = 0:0] oo MIBD{ATAD = 0] and A2 = 1 during READ comenand ol T3 and T7

MOTE 5 CAParty = Ditable. C35 % CA Litency = Enable, Resd DB = Dinstie

MOTE & Ensdiliog of CAL mode doss rel mpact GOT control Smings. Useis should mainlain the cams ming il hip: rel v 5 the wiichoas bum e when CAL is dinabled

Figure 128. Consecutive READ (BL8) with CAL(4) and 1tCK Preamble in Different Bank
Group

Th TS mr
CEE Buams ¥ paimi Freey e avven |

L

caad
W C5E

=]

Bk Qipups
AL [ |

leco gea

e

—

MOTE 1 BL= B AL =0, CL =11, CAL = 4 Preamble = 1L, [] mansrmcnn nara [ vow case
WOTE 2 Dot n for b) @ data-oul iom ool n (or eobamn bl

ROTE 3 DES rommands o shown o ssse of Sustration; other commands may be vald o thass Bmes

MOTE 4 BLE sattieg actvabed by sdther MERAEATAD = 070} cr MRO(ATAD = (1) and 492 = 1 durlng READ coawrand a1 T4 s T8

MOTE 5 CA Parity = Disable, 5 b CA Latency = Enable, Roed D8I = Disabla

RAOTE & Enabling of CAL mede does not impadt 00T control Simings. Usens should malntain e samae fming relatiseship reladhvs o the command sddross bin as whan CAL b dsabled
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Write Operation
Write Timing Definiti

This drawing is for example only to enumerate the strobe edges that “belong” to a Write burst. No actual timing
violations are shown here. For a valid burst all timing parameters for each edge of a burst need to be satisfied (not
only for one edge - as shown).

Figure 129. Write Timing Definition and Parameters with 1tCK Preamble

T0 ™ T2 T7 T8 T9 T10 T11 T12 T13 T14
CK
oo’ b(m).( e uusnmnwwwwmwmnwnm>|

WL = AL + CWL

7

DQS, DQSH \ Y y
tDOSS(w)
DQS, DOSH
0o’
oM J
NOTE 1. BLS, WL = 9 (AL = 0, CWL = 9) [] TransimoninG DATA [l DON'T CAF

NOTE 2. Din n = data-in from column n,

NOTE 3. DES commands are shown for ease of lustration : other commands may be valid at these times.

NOTE 4. BLS stting activated by either MRO[A1:0=00] or MRO{A1:0=01] and A12=1 during WRITE command at T0.
NOTE 5. toass must be met at each rising clock edge.

NDQ86PFIv1.1-8Gb(x16)20230605 113 | N S |@ N | S



8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 130. Write Timing Definition and Parameters with 2tCK Preamble

o TO T T2 T8 T9 T10 : TH T12 T13 : TM T1S
CK
oMo’ .(Mzns Ms'ms“ws‘(oﬁs‘xs‘oﬁs'xxs
WL = AL + CWL
ADD!
DQS, DQsH
DQS, DasH
DQS, DQs#
m?
DM#
NOTE 1.BL8, WL=9 (AL=0, CWL=9) [] TRansimoning paTa [} DON'T CARE
NOTE 2. Din n = data-in 10 column n.
NOTE 3. DES commands are shown for ease of liustration : other commands may be valid at these times,
NOTE 4. BLS stting activated by either MRO[A1:0=00] or MRO{A1:0=01) and A12=1 during WRITE command at T0.
NOTE 5. tposs must be met at each rising clock edge.
Write Data Mask

One write data mask (DM#) pin for each 8 data bits (DQ) will be supported on DDR4 SDRAMs, consistent with the
implementation on DDR3 SDRAMs. It has identical timings on write operations as the data bits as shown above, and
though used in a unidirectional manner, is internally loaded identically to data bits to ensure matched system timing.
DM# is not used during read cycles, however, x16 organization as DBI# during write cycles if enabled by the
MR5[A11] setting. For more detail see section "Data Mask (DM), Data Bus Inversion (DBI)".
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Figure 131. Method for calculating tWPRE transitions and endpoints
cK [

o
L \
/

L TEEEER SENNTAR, AR, e {_\/DD/2-

'
CK# ?2 i
pas )}
““““““““““““““““““““““ Vereroe
Single ended signal, provided
as background information
Das# )}
---------------------------------------- Vreroa
Single ended signal, provided
as background information
1"-I"lHl:‘lilﬂ'-“ml-:

————————————— \,,.F S;'v 5_' - ViHoi pas

ty . Vswi1
DQS, DQS# A 0

Begin point: :
Resulting differential Extrapolated point b
signal, relevant for i
twere specification

Table 40. Reference Voltage for tWPRE Timing Measurements

Symbol Parameter Vswi Vsw2 Unit

twere DQS, DQS# differential Write Preamble Vinpit_pas X 0.1 Vinpitt_pas X 0.9 Y
The method for calculating differential pulse widths for twprez is same as twere.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 132. Method for calculating tWPST transitions and endpoints

o -

Single ended signal, provided
as background information

————————————————————————————————————— Vrerna
pas {/
""""""""""""""""" VRerpa
Single ended signal, provided
as background information
DAS,DASE = e . J{J ——
Resulting differential o Vawe
signal, relevant for Vs
twest specification
- mf = = Vi pog = - -
e A T Virpittresk

Begin point: Extrapolated point

Table 41. Reference Voltage for tWPST Timing Measurements
Symbol Parameter Vswi Vsw2 Unit

twpsT DQS, DQSt# differential Write Postamble Vinoitt_oas X 0.9 Vinpitt_pas X 0.1 \Y%
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Write B 0 .

The following write timing diagram is to help understanding of each write parameter's meaning and just examples. The
details of the definition of each parameter will be defined separately.

In these write timing diagram, CK and DQS are shown aligned and also DQS and DQ are shown center aligned for
illustration purpose.

Figure 133. WRITE Burst Operation WL =9 (AL = 0, CWL =9, BL8)

CHW

CK

g NF A ) B T ) (O B i A LI T Mo P,
SN 0 0.0 0 0 66 0 6 6 QO 6 06
|
Bank Group !
s :

os i e m HEEEEEEE

[ ] mansmonin pata [Jjj vowt care
NOTE1 BL=8 WL =9 AL =0, CWL = §, Proambia = 1l
MNOTE 2. Din i = data-m 1o column n
NOTE 3. DES commands are shown for ease of ifustration; other commands may be vald ai thesa timas
NOTE 4. BLS satting activatid by either MRO[ATAD = 000 or MROPATAD = 0:1] and A12 = 1 dunng WRITE cosnmand at TO
MOTE 5. CA Parity = Disable. C5 to CA Latency = Disabla, Wit DBI = Disable

Figure 134. WRITE Burst Operation WL = 19 (AL =10, CWL =9, BL8)
T MO T8 T ™o T T18 Mg 720 ™ ”_ T3

" e Freel e
A

- - L— |mnnna® | Y- Manmand® B
T 0 o, 00 0 o o
Bank Group
e e :
o ED ~

K [Kvcach Phceead LA

DO%. DS 3 . A F, . o ; i X :
_ o= | EML=8 I
o " | | EMENENEMENENEY
L WL = AL + CHL = 19 A - _
MOTE 1 BL=8 WL =19, Al = 10 {CL-1) CWL = 8, Preamble = 1l D TRANSITIONING DATA . DON'T CARE

MOTE 2. Din n = data-an 1o column n

KOTE 3. DES commands are shown for ease of illesirabion; other commands may be valid ol these times.

MOTE 4. BLE safling activated by eiher MROATAQD = 0:0] or MRO[AT-AD = (r 1] and A12 = 1 duning WRITE command at T
MOTE 5. CA Parity = Disabda, C5 o CA Latency = Desable, Wiile DB = Disable
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Figure 135. Consecutive WRITE (BL8) with 1tCK Preamble in Different Bank Group

Tk Ti7 A

m Ti3 T4 TS

Cre - %) mora ! o f Y ! ity F i | H | Jreinn i, gramim | F s e % e Jrm |
[+.4 g i —:II I 'II 'II I 2 \ e \ T Nl s 3 \ s "-|-||||-'l -|||||-'l ||||||||||
] lom
N 8 0 0 0 0 = A
Leoo ned 4 Clocks oyt
e e e,

WOTE 1 BL = 8, AL =0, CWL =5, Preambls = Tt DTmmmmm .miﬂca.ne
NOTE 2. Din n {or b} = data-in i3 colemn m {or cobeen B)

NOTE 3. DES commands are shoun for exis of Bustration. othes commands may be valid &1 thets Umes

NOTE 4. BLE sesing acivaled by sither MEO(AT-AG = 58] oo MRO[ATAD = (£1) and A132 = 1 during WRITE command a T0 and T4

NOTE & CiA Parity = Disable, T3 to OO Latency = Disalle, Wilte DBI = Disable

NOTE & The wite necaroary lime [l and wiite Sming panamaber {kyrah ang defenmcid fiom the Bl rising clock e39e aBed the Lisl wile Gaka shoen ol T17

Figure 136. Consecutive WRITE (BL8) with 2tCK Preamble in Different Bank Group

O e , SE W W L) I L} B S AR S| R | L .| AR | .,

=5 / S -"-----' Kawad "' P \ o L T Y o g Y - - / j -
| | | loe

i 0. 8.0 8 8 8 0 0 0 8 @ 0 6 0 O

1-C£E' =&

. 4 Clocks A

WL = & = DML, = 10

. WLm e e 10

[[] rransmonma oara [Jii] nowt care

WOTE 8 BL=8 AL =8, OV =0« 1= 107, Metinitie =
HOTE 2. DN A for ) = Aaia-in B cohurm fil of Soiufnn B
WQTE 3 DHDS Gorremandy s shosn for ang of Suiiaton, o COMManGS My o vaia ol P Wes
HOTE @ LR seBing aclivatied by pffar LAY A0 = 0] or LISGRD AD = § 1] g A17 = 1 Surng YWRITE sommnand o TH ang T4
HOTE § Ch Panty = Dagbie, C5 e CA Latwncy = Dabls, Wiy DBl = Duais
WOTE & Thae s res orvay sl | sl st e GEE s Rl g, chook g afer Tut gl et culs s ol TAR
HOTE T Wi speratineg in 250K e Poesrmbie hiode, £3l mel be progessrssd i i vils o ail | ciotk greatier B B iowesl £Vl
selng mupporind i P spbaitie L. range. Thall mtush S = B Aol abowsd whic in 2 e (T2
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Figure 137. Nonconsecutive WRITE (BL8) with 1tCK Preamble in Same or Different Bank
Group

T8 % TiE T T2 T3 T'I_-l. T'I_S T& T_I'|| Ta L] TH
Frrer e % ey e pvam | vy v e ; . ; -

Do Cidgasp i a

ADDR W, e ]
Eard

ADDR E s B 5

X e N UL VY S W Y Y S Y O, A L B P LW S
i h J | j vl

S G B .0 60 0 8 8 6 8 8 c e 08 8 O
feco gias | 4 Clocks lerme

MOTE 8. BL= & AL » 0 CWL =0, Proambla = Tio: locs sy # 6 D TRAHSITIONING DATA . CONT CARE
MNOTE 2 [n A (6 B @ dith-In 1o ool il oF colesa B)

NOTE 3 DES communds arn ahewn for saso of Bustrabon; oiher commands may b vabd af Shese tmas

HOTE 4 BLE sofing activated by sither MES[A1- A0 = 6 .0) oo MANATAD = §:1] and A12 = 1 duing WRITE command at T8 and T8

NOTE 5 CA Parity = Disable, C3 to CA Latency = Disable, Wiite D8I = Dhable

NOTE 6 Ths wrtilly recoviery e () and weise Sming parannsiied (Lees) Mo edsranced bom the el rising cleck edge afier ths las! wrile dams shown at T18

Figure 138. Nonconsecutive WRITE (BL8) with 2tCK Preamble in Same or Different Bank

Group
e T L] Ta T8 T9 o T11 T12 TH3 T4 T15 T16 T T8 T8 T20
..... & P, e, ; ; o ] phamsd et " sy iy pain| ]
oK N i "..__"“-' st i N Lo L S [ i L et® ) L L) s I e aa
S 0. 0.0 0 0 0 0 0 0 0 8 0 6 0 &
Loco mu ke L 4 Clocks | lwrn
[ 8 ko

WL = AL+ O = B0

— LS Drmnmmmm .mm CARE

NOTE 1 BL=8 AL=0 CWL =9+ 1= 10", Proamble = 2o tezg s = 6

MNOTE 2. Oin n [ar b = dada<in ta column nf oe oalumn b)

NOTE 3. DES oommands are shown b sase of Sustration; other commands may ba valid a1 thess fimes

NOTE 4. BLE sefiing activalad by eitar MRO[ALAD = 0:0] or BRIIATAD = 0 1] and A12 = 1 during WRITE command at T &nd T6.

MOTE 5 CA Party = Disabla, 05 1o CA Latsnsy = Duable, Wiite DB = Disakla

MNOTE & tocp san5 bsn’ 1 allowed in 2w proambie mode

HOTE 7. Thi walle mecovedy Sma (Y] and write iming pafametar (L) are relarenced from the firsl dsing clock adge aller the lost wills data shown 51 T2

MOTE B. When operating in #l= Write Preamgda Mode, CWL musl b pregeamened 1o @ vl o loast 1 clock gressed than the lreast CWL seiting suggsriod in the appleabie L= rangs
Thist measns. WL = 9 s nol allowed when operating in J0CK Wiite Preamble Mode
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Figure 139. WRITE (BC4) OTF to WRITE (BC4) OTF with 1tCK Preamble in Different Bank

Group
TS T Tl T T8 T8 Ti0 ™ 2 Tid T4 T15 T8 7 T18 T3
O ey | iz ey i | T s Fae | Pl | N it | T AT =T O Faam

A

Ccx iyl o vl et oy et o o oy | - e Bret _1--1-: ol i
19 hibed

2 S 0.8.0 0 0 0 0 0 0 00 6 6 0 0
feroines L 4 Clocks o b

Bank Group

koo u C0 s

won IHE) s 60 s

DoE . e

oo

[[] rransmonns pata [ vowt care

NOTE 1 BC =4 AL = 0. CWL =9  Preamble = 11

HOTE 2 Dim m {ior b) = data-in ta column n {or colorn b)

WOTE 3 DES commands ara shown foe oase of Bustration, othes commands may be valid al these limes

NOTE 4, B4 saiting sctivated By MROJATAD = 001] and ATE = O duting WRITE command ot TS asd T4

NOTE & CA Parity = Disable, 5 to CA Latency = Cisabda, Write DBl = Divable

NOTE & The wiite recovery Bma () @nd wilte iming p {ln) e red cisd fom the firsd rsing clock edge afler tha lest wete dats shown al T17

Figure 140. WRITE (BC4) OTF to WRITE (BC4) OTF with 2tCK Preamble in Different Bank
Group

™m T2 T8

§

VoL = &L = CWL= 18

— A A, LI . [ wansmeonme oava [ oowr cane

ROTE 1. BC = 4, AL =0, CWL =9+ 1 = 107, Proambie = Mo

MNOTE 2. Dfn n fod b = data-in bo column n {or column b}

NOTE 3, DES commands gee shown f2¢ aase of Busiration, other commands may bo valid 81 Bics times.

HOTE 4. B4 seiting activated by MRO[A1TAD = 0:1) and 412 = { during WRITE command at T0 and T4

NOTE §. CA Parity = Disably, 35 to CA Latency = Dissbde. Wit DBI © Disalle

WOTE & Thir wrile nsCovery Sma (] 8nd wiils Timing p [lsmal are muk ot thee firsd riging dock ecdge afer e ksl wille dala shewn 5 T18,

HOTE T Witen operating in 2~ Wiilte Preamble Mode, CWL mast be programmaed 1o a valus al least 1 dieck greater than the ireest CYL safting supporied in the applicable o range
That maans CWL =9 i not sloeed whan eparsting in 1= Write Preamblo Wods
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Figure 141. WRITE (BC4) Fixed to WRITE (BC4) Fixed with 11CK Preamble in Different Bank

Group
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e .. 0 |
ADOR
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i8]

i [[] rransmonmsc oata [ ow care
NOTE 1 BC =4 AL =0 CWL =9 Fressndie = i

MOTE 2 Din n {or b} = data-in b cokemn m (o cobemn b)

NOTE 3. DES comvminds aie show [o¢ abie of Buslinlhen cthed céininands may b valld o Bia limed
NOTE 4. BCA sefing acihvalad by MROAT-A0 = 18]

WOTE & CA Parity » Disable, £5 o CA Latency = Disable, Write DB = Disable.

HOTE 6 Theie witite reccvary lisne (IWR) and wilte Sming p (TR i red 4 feom tha firsd rising clock sdge afler B (s willo date abswn @ T1S

Figure 142. WRITE (BL8) to READ (BL8) with 1tCK Preamble in Different Bank Group
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ALe=dd «CL=il

LT T

D TRANSITIONING DATA l DON'T CARE

NOTE 1.8G =4 AL =0, CWL = 8, CL = 11, Preamble = i

NOTE # DiN n = dats-in by codemn n{oe codumn i) DOUT b = dats-out frem column b

NOTE 3 DES commmands ain shown fod aase of Busiration; olher commands may be vald a1 Sess fimes

NOTE 4 BLE seving acthvated by oiher MABOEATAD = 0;0] or MRO[ATA0 = & 1] and A12 = 1 durieg WRITE command af TO mnd READ comemand ab T15

MOTE & CA Party = Dinsble, C5 10 CA Latesscy = Disable. Wiite DEI = Disable

NOTE & This vl Sming pidmiate [Eovrm_g) i ol ol Irom this et sing claok s aftar the sl wilts data sbawm 58 113 Whan AL & non-Ted0. Thi satamadl raad command ot T15 can b palled in by AL
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Figure 143. WRITE (BL8) to READ (BL8) with 11CK Preamble in Same Bank Group
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METE 1 BL = B, AL 0, CWL = 3, €L = 11, Proamble = i (] mansmonm oara [ vowr cane

NOTE 2 [N & = distis-in b0 ealumiin [ column b)) DOUT b = data-out Fom dslumn b
NAOTE 3 DES comerands are shown for ame of Bustration; ofher commands may bo vald ot theses Bmes
NOTE 4 BLE sesing activatod by either MRDIATAD = 03] o0 MRO[ATAD # 0:1] and A12 = 1 during WRITE command m Tl and READ command m T17
NOTE 5 CA Parity = Disable, C5 10 CA Latency = Disatds, Wiile D8I = Disaltie.
MOTE §. The write liming p bl ) aew rofe ad from e Sirak rsdng clock edge after the last wiite data shown ot T13
Whon AL B non-zeng n-mu-rul read command ol T17 can b pullad in by AL

Figure 144. WRITE (BC4)OTF to READ (BC4)OTF with 1tCK Preamble in Different Bank
Group
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NOTE 1. BC=4 AL =0, CWL =5, CL= 11, Preamble = 1t
MOTE 2 Dinm = data-in 1o cofumn n {or colese ). Dout b = data-put figen column b D TRARSIATIORING DATA . HONT CARE
HOTE 3 DES commands are shown for s of Bustration; other commsands. may be vald ot these imes
ROTE 4. BC4 satting actvated by BRIATAD = 1] and A2 = O durdng WRITE tomauand 81 T0 and READ command al T15
HOTE 5. CA Parity = Desable. &5 1o OA Latency = Deaable, Sbe 082 = Disable
HOTE & Tha write Hming p b {larm_u) ane rurh i from B first rising Cock pdge after tho bestwilte dats shown at T3
Wikses AL B Bon-Ridn, the axtemal resd command af T15 can be gallad is by AL
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Figure 145. WRITE (BC4)OTF to READ (BC4)OTF with 1tCK Preamble in Same Bank Group
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MOTE  Din n = dats-in 8o column n (e column b Dol b = dats-oul lrom colomn b DTRAHEI'F'U'NI'G DaTA .DU'ITCHE
MOTE ¥ ES commands ata shovwn for ease of Bustation: other commands mary be valid al thesa times
HOTE 4. BCA saiting scfvated by MROIATAD = §1] and A12 = O during WRITE command al T asd READ command a8 T17
MOTE & CA Parity = Disabis, C5 to CA Latency = Disabla, Wilte D8I = Disabis
HOTE &. Tha write timing parameier (tyre ) ane referesced from he ficst rising dock edge after the Lest write data shown at 713
Whan AL I8 noa-pedo, the estenal mead command gl TT7 can be pulled in by AL

Figure 146. WRITE (BC4)Fixed to READ (BC4)Fixed with 11CK Preamble in Different Bank
Group
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MOTE 2 Din 1 = daka-ie 1 okim n (5r column b) Deut b = dsta-out frsm sokimn b [ mansmonms nata [ vow care

ROTE 3 DES commands are shoswn o sase of Busiraon. othar commands may be vakd at thase lmes.

ROTE 4. BC4d safting sctivased by MRHASAD = 1.0}

HOTE % CA Parlty = Dalls, C5 1o CA Lalency = Deiabds. Weite DBE = Drgalis

ROTE & The write lming parsmeter (lyrs, 5} are mfersnced fiom e first rising clock edge after the last wite data shown a1 T11
‘han AL is ndn-pana, e sxternal resd comemand af T13 can b polled in by AL
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 147. WRITE (BC4)Fixed to READ (BC4)Fixed with 1tCK Preamble in Same Bank
Group
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Figure 148. WRITE (BL8) to WRITE (BC4) OTF with 1tCK Preamble in Different Bank Group
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 149. WRITE (BC4)OTF to WRITE (BL8) with 1tCK Preamble in Different Bank Group
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Figure 150. WRITE (BL8/BC4) OTF to PRECHARGE Operation with 1tCK Preamble
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 151. WRITE (BC4) Fixed to PRECHARGE Operation with 1tCK Preamble
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Figure 152. WRITE (BL8/BC4) OTF with Auto PRECHARGE Operation and 1tCK Preamble
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 153. WRITE (BC4) Fixed with Auto PRECHARGE Operation and 1tCK Preamble
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Figure 154. WRITE (BL8/BC4) OTF with 1tCK Preamble and DBI
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ROTE 5. CA Pady = Disalie, T35 o CA Latency = Disable, VWivise DE = Enstde, CRC = Disabie
HOTE & The write recovery tms (1 pa) and wiite Sming paramater {lam pe) Ao relaeenced fom the fiest rsing dock edge after the last write data shown at T13
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 155. WRITE (BC4) Fixed with 1tCK Preamble and DBI
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Figure 156. Consecutive WRITE (BL8) with 11CK Preamble and CA Parity in Different Bank
Group
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 157. Consecutive WRITE (BL8/BC4) OTF with 1tCK Preamble and Write CRC in Same
or Different Bank Group
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Figure 158. Consecutive WRITE (BC4) Fixed with 1tCK Preamble and Write CRC in Same or
Different Bank Group
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 159. Nonconsecutive WRITE (BL8/BC4) OTF with 1tCK Preamble and Write CRC in
Same or Different Bank Group
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Figure 160. Nonconsecutive WRITE (BL8/BC4) OTF with 2tCK Preamble and Write CRC in
Same or Different Bank Group
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 161. (BL8/BC4) OTF/Fixed with 1tCK Preamble and Write CRC and DM in Same or
Different Bank Group
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Bead and Write Command Interval

Table 42. Minimum Read and Write Command Timings

Bank Group Access type Timing Parameter Note
Minimum Read to Write CL-CWL +RBL/2 + 1 tex + twere 1,2

Same Minimum Read after Write CWL + WBL/2 +twrs L 1,3

) Minimum Read to Write CL-CWL +RBL/2 + 1 tex + twere 1,2
Pifferent Minimum Read after Write CWL + WBL/ 2 + twrr s 1,3

Note 1. These timings require extended calibrations times tzqint and tzqcs.
Note 2. RBL: Read burst length associated with Read command

RBL = 8 for fixed 8 and on-the-fly mode 8

RBL = 4 for fixed BC4 and on-the-fly mode BC4
Note 3. WBL: Write burst length associated with Write command

WBL = 8 for fixed 8 and on-the-fly mode 8 or BC4

WBL = 4 for fixed BC4 only

Write Timing Violati

The following write timing diagram is to help understanding of each write parameter's meaning and just examples. The
details of the definition of each parameter will be defined separately.

Motivation

Generally, if Write timing parameters are violated, a complete reset/initialization procedure has to be initiated to make
sure that the DRAM works properly. However, it is desirable, for certain violations as specified below, the DRAM is
guaranteed to not “hang up” and that errors are limited to that particular operation.

For the following, it will be assumed that there are no timing violations with regards to the Write command itself
(including ODT, etc.) and that it does satisfy all timing requirements not mentioned below.

Data Setup and Hold Offset Violations

Should the data to strobe timing requirements (tbas_off, tbaH_off, tpas_dd_off, tbaH_dd_off) be violated, for any of the strobe
edges associated with a write burst, then wrong data might be written to the memory locations addressed with this
write command.

In the example (Write Burst Operation WL = 9 (AL = 0, CWL = 9, BL8), the relevant strobe edges for write burst A are
associated with the clock edges: T9, T9.5, T10, T10.5, T11, T11.5, T12, T12.5.

Subsequent reads from that location might results in unpredictable read data, however the DRAM will work properly
otherwise.

Strobe and Strobe to Clock Timing Violations

Should the strobe timing requirements (tbasH, toast, twere, twest) or the strobe to clock timing requirements (ibss, tosH,
toass) be violated for any of the strobe edges associated with a Write burst, then wrong data might be written to the
memory location addressed with the offending Write command. Subsequent reads from that location might result in
unpredictable read data, however the DRAM will work properly otherwise with the following constraints:

1) Both Write CRC and data burst OTF are disabled; timing specifications other than tpasH, tbasL, twere, twesT, toss, tbsH,
toass are not violated.

2) The offending write strobe (and preamble) arrive no earlier or later than six DQS transition edges from the Write-
Latency position.

3) A Read command following an offending Write command from any open bank is allowed.

4) One or more subsequent WR or a subsequent WRA {to same bank as offending WR} may be issued tcco_. later
but incorrect data could be written; subsequent WRand WRA can be either offending or non-offending writes.
Reads from these Writes may provide incorrect data.

5) One or more subsequent WR or a subsequent WRA {to a different bank group} may be issued tccp_slater but
incorrect data could be written; subsequent WR and WRA can be either offending or non-offending writes. Reads
from these Writes may provide incorrect data.

6) Once one or more precharge commands(PRE or PREA) are issued to DDR4 after offending write command and all
banks become precharged state(idle state), a subsequent, non-offending WR or WRA to any open bank shall be
able to write correct data.
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Connectivity Test Mode

Introduction

The DDR4 memory device supports a connectivity test (CT) mode, which is designed to greatly speed up testing of
electrical continuity of pin interconnection on the PC boards between the DDR4 memory devices and the memory

controller on the SoC. Designed to work seamlessly with any boundary scan devices, the CT mode is required for all
x16 width devices independant of density.

Contrary to other conventional shift register based test mode, where test patterns are shifted in and out of the memory
devices serially in each clock, DDR4’s CT mode allows test patterns to be entered in parallel into the test input pins
and the test results extracted in parallel from the test output pins of the DDR4 memory device at the same time,
significantly enhancing the speed of the connectivity check. RESET# is registered to High and Vrerca must be stable
prior to entering CT mode. Once put in the CT mode, the DDR4 memory device effectively appears as an
asynchronous device to the external controlling agent; after the input test pattern is applied, the connectivity check test
results are available for extraction in parallel at the test output pins after a fixed propagation delay. During CT mode,
any ODT is turned off.

A reset of the DDR4 memory device is required after exiting the CT mode.

Pin Mappi

Only digital pins can be tested via the CT mode. For the purpose of connectivity check, all pins that are used for the
digital logic in the DDR4 memory device are classified as one of the following types:

1) Test Enable (TEN) pin: when asserted high, this pin causes the DDR4 memory device to enter the CT mode. In
this mode, the normal memory function inside the DDR4 memory device is bypassed and the IO pins appear as a
set of test input and output pins to the external controlling agent; additionally, the DRAM will set the internal
VRrerpa to Voba x 0.5 during CT mode (this is the only time the DRAM takes direct control over setting the internal
Vrerpa). The TEN pin is dedicated to the connectivity check function and will not be used during normal memory
operation.

2) Chip Select (CS#) pin: when asserted low, this pin enables the test output pins in the DDR4 memory device.
When de-asserted, the output pins in the DDR4 memory device will be tri-stated. The CS# pin in the DDR4
memory device serves as the CS# pin when in CT mode.

3) Test Input: a group of pins that are used during normal DDR4 DRAM operation are designated test input pins.
These pins are used to enter the test pattern in CT mode.

4) Test Output: a group of pins that are used during normal DDR4 DRAM operation are designated test output pins.
These pins are used for extraction of the connectivity test results in CT mode.

5) RESET#: Fixed high level is required during CT mode same as normal function.

Table 43. Pin Classification of DDR4 Memory Device in Connectivity Test (CT) Mode

CT Mode Pins Pin Names during Normal Memory Operation
Test Enable TEN
Chip Select CS#
Test Input | A |BAO-1, BGO, A0-A9, A10/AP, A12/BC#, A13, WE#/A14, CAS#/A15, RAS#/A16, CKE, ACT#, ODT, CK, CK#, PAR
B LDM#/LDBI#, UDM#/UDBI#
C ALERT#
D RESET#
Test Output DQO - DQ15, LDQS, LDQS#, UDQS, UDQS#

Table 44. TEN Pin Weak Pull Down Strength Range

Symbol Description Min. Max. Unit
TEN TEN pin should be internally pulled low to prevent DDR4 SDRAM from 0.05 10 A
conducting Connectivity Test mode in case that TEN is not used. ’ H

Note 1. The host controller should use good enough strength when activating connectivity test mode to avoid current fighting at TEN signal and
inability of connectivity test mode.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Logic Equations --- Min Term Equations

The test input and output pins are related by the following equations, where INV denotes a logical inversion operation
and XOR a logical exclusive OR operation:

MTO = XOR (A1, A6, PAR)

MT1 = XOR (A8, ALERT#, A9)

MT2 = XOR (A2, A5, A13)

MT3 = XOR (A0 A7, A11)

MT4 = XOR (CK#, ODT, CAS#/A15)

MT5 = XOR (CKE, RAS#/A16, A10/AP)

MT6 = XOR (ACT#, A4, BA1)

MT7 = XOR (x16: UDM#/UDBI#, LDM#/LDBI#, CK)
MT8 = XOR (WE#/A14, A12/BC#, BAO)

MT9 = XOR (BGO, A3, RESET# and TEN)

0 ions for x16 devi

DQO = MTO

DQ1 = MTH1

DQ2 = MT2

DQ3 = MT3

DQ4 = MT4

DQ5 = MT5

DQ6 = MT6

DQ7 = MT7

DQ8 = INV DQO
DQ9 = INV DQ1
DQ10 = INV DQ2
DQ11 = INV DQ3
DQ12 = INV DQ4
DQ13 = INV DQ5
DQ14 = INV DQ6
DQ15 = INV DQ7
LDQS = MT8
LDQS# = MT9
UDQSU = INV LDQS
UDQSU# = INV LDQS#
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Input level and Timing Requi

During CT Mode, input levels are defined below.

TEN pin: CMOS rail-to-rail with DC high and low at 80% and 20% of Voo
CS#: Pseudo differential signal referring to Vrerca

Test Input pin A: Pseudo differential signal referring to Vrerca

Test Input pin B: Pseudo differential signal referring to internal Vrer 0.5 x Vob
RESET#: CMOS DC high above 70 % Vb

ALERT#: Terminated to Vob. Swing level is TBD

Prior to the assertion of the TEN pin, all voltage supplies must be valid and stable.
Upon the assertion of the TEN pin, the CK and CK# signals will be ignored and the DDR4 memory device enter into

the CT mode after tct_enavie. In the CT mode, no refresh activities in the memory arrays, initiated either externally (i.e.,
auto-refresh) or internally (i.e., self-refresh), will be maintained.

The TEN pin may be asserted after the DRAM has completed power-on; once the DRAM is initialized and Vrerpa is
calibrated, CT Mode may no longer be used.

The TEN pin may be de-asserted at any time in the CT mode. Upon exiting the CT mode, the states of the DDR4
memory device are unknown and the integrity of the original content of the memory array is not guaranteed and
therefore the reset initialization sequence is required.’

All output signals at the test output pins will be stable within tct_vaia after the test inputs have been applied to the test
input pins with TEN input and CS# input maintained High and Low respectively.

Figure 162. Timing Diagram for Connectivity Test(CT) Mode
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Table 45. AC parameters for Connectivity Test (CT) Mode

Symbol Min. Max. Unit
teris 0 - ns
ter_Enable 200 - ns
ter vaia - 200 ns
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C tivity Test ( CT ) Mode Input | |
Following input parameters will be applied for DDR4 SDRAM Input Signal during Connectivity Test Mode.

Table 46. CMOS rail to rail Input Levels for TEN

Parameter Symbol Min. Max. Unit | Note
TEN AC Input High Voltage Vinao_TEN 0.8 x Vop Vop Vv 1
TEN DC Input High Voltage Vikpe_TEN 0.7 x Vop Voo Y
TEN DC Input Low Voltage ViLpe)_TEN Vss 0.3 x Vop \Y
TEN AC Input Low Voltage Vitac)_TEN Vss 0.2 x Voo v 2
TEN Input signal Falling time Tr inpu_TEN - 10 ns
TEN Input signal Rising time Trnpu_TEN - 10 ns

Note 1. Overshoot might occur. It should be limited by the Absolute Maximum DC Ratings. Note 2. Undershoot might occur. It should be limited by
Absolute Maximum DC Ratings.

Figure 163. TEN Input Slew Rate Definition

TF_input_ TEN TR _input_TEN

Table 47. Single-Ended AC and DC Input levels for CS#, BA0-1, BG0, A0-A9, A10/AP, A12/BC#, A13,
WE#/A14, CAS#/A15, RAS#/A16, CKE, ACT#, ODT, CK, CK# and PAR

Parameter Symbol Min. Max. Unit | Note
CTipA AC Input High Voltage Vinac)_CTipA Vrerca+ 0.2 - v 1
CTipA DC Input High Voltage Vinpe)_CTipA Veerca+ 0.15 Voo Y
CTipA DC Input Low Voltage ViLpe)_CTipA Vss Vrerca- 0.15 v
CTipA AC Input Low Voltage Viac)_CTipA - Vrerca- 0.2 v 1
CTipA Input signal Falling time T inpu_CTipA - 5 ns
CTipA Input signal Rising time Tr_inpu_CTipA - 5 ns

Note 1. See “Overshoot and Undershoot Specifications”.

Figure 164. CS# and Input A Slew Rate Definition
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VlH-:DC]_CT:pA It R O

Vngpca—. - P e o w1 — b — o —

V| LIDC)_CTipA max ====sssssssqeedgpfessssssssnssssssnsnsssnnssnsssnsnsnnsnncggfoajenssnsmesnsnnnnnsns
IL{AC) CTipA man == == s s s e e s = o e e e s s s s s s o] s emsssnnnnsas

TF_input_CTipA TR_input_CTipA
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Table 48. Single-Ended AC and DC Input levels for LDM#/LDBI#, UDM#/UDBIU#

Parameter Symbol Min. Max. Unit | Note
CTipB AC Input High Voltage Vitac)_CTipB VRerpa + 0.3 \Y 2
CTipB DC Input High Voltage Vinpe)_CTipB Vrerpa + 0.2 Vooa \Y
CTipB DC Input Low Voltage Vipe)_CTipB Vssa Vrerpa- 0.2 \Y
CTipB AC Input Low Voltage ViLac)_CTipB Veerca- 0.3 v 2
CTipB Input signal Falling time Te inpu_CTipB 5 ns
CTipB Input signal Rising time Tr_inpu_CTipB 5 ns
Note 1. VREFDQis VDDQX 0.5
Note 2. See “Overshoot and Undershoot Specifications”.
Figure 165. Input B Slew Rate Definition
VIHAC) CTpB min ====Tg==s=ssssssssassssassasssanasssnnsssassansansnssasnnsssnnnansatlfecassnnannnn
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Input Levels for RESET#

RESET# input condition is the same as normal operation.

Input Levels for ALERT#
TBD
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CRC Pol ial and logi .

The CRC polynomial used by DDR4 is the ATM-8 HEC, X*8+X"2+X" +1.
A combinatorial logic block implementation of this 8-bit CRC for 72-bits of data contains 272 two-input XOR gates

contained in eight 6 XOR gate deep trees.

The CRC polynomial and combinatorial logic used by DDR4 is the same as used on GDDR5.

The error coverage from the DDR4 polynomial used is shown in the following table.

Table 49. CRC Error Detection Coverage

Error Type

Detection Capability

Random Single Bit Error

100%

Random Double Bit Error

100%

Random Odd Count Error

100%

Random one Multi-bit Ul vertical column error detection excluding DBI bits

100%

CRC Combi ial Logic Equati

module CRC8_D72;

/[ polynomial: (0 1 2 8)

// data width: 72

// convention: the first serial data bit is D[71]

/finitial condition all 0 implied

// """ = XOR function [7:0] nextCRC8_D72; input [71:0] Data;
input [71:0] D;

reg [7:0] CRC;

begin

D = Data;

NewCRC[0] =

D[69] » D[68] * D[67] * D[66] " D[64] * D[63] * D[60] *
D[56] » D[54] » D[53] » D[52] * D[50] * D[49] » D[48] *
D[45] » D[43] » D[40] » D[39] * D[35] * D[34] » D[31]*
D[30] » D[28] » D[23] » D[21] * D[19] » D[18] * D[16] *
D[14] » D[12] » D[8] * D[7] * D[6] * D[0] ;

NewCRC[1] =

D[70] » D[66] * D[65] » D[63] * D[61] » D[60] * D[57] *
D[56] » D[55] » D[52] * D[51] » D[48] » D[46] * D[45] "
D[44] » D[43] » D[41] » D[39] * D[36] * D[34] » D[32] *
D[30] » D[29] » D[28] * D[24] * D[23] » D[22] * D[21]*
D[20] ~ D[18] » D[17] » D[16]  D[15] » D[14] * D[13] *
D[12] » D[9] » D[6] » D[1] * D[0];

NewCRC[2] =

D[71] ~ D[69] » D[68] » D[63] * D[62] * D[61] * D[60] *
D[58] » D[57] » D[54] » D[50] » D[48] » D[47] » D[46] *
D[44] ~ D[43] » D[42] ~ D[39] » D[37] * D[34] » D[33] *
D[29] ~ D[28] » D[25] » D[24]  D[22] » D[17] » D[15] *
D[13] ~ D[12] ~ D[10] ~ D[8] ~ D[6] » D[2] ~ D[1] ~ D[O];

NewCRCI[3] =

D[70] ~ D[69] » D[64] ~ D[63] * D[62] » D[61] » D[59] *
D[58] » D[55] » D[51] » D[49] » D[48] » D[47] » D[45] *
D[44] ~ D[43] » D[40] ~ D[38] » D[35] * D[34] » D[30] *
D[29] ~ D[26] » D[25] ~ D[23] ~ D[18] ~ D[16] » D[14]*
D[13] ~ D[11] ~ D[9] » D[7] ~ D[3] » D[2] ~ D[1];

NewCRC[4] =

D[71] ~ D[70] » D[65] » D[64] " D[63] ~ D[62] » D[60] *
D[59] ~ D[56] » D[52] » D[50] * D[49] * D[48] » D[46] "
D[45] » D[44] » D[41] ~ D[39] » D[36] * D[35] » D[31]*
D[30] » D[27] » D[26] » D[24] ~ D[19] » D[17] » D[15] *
D[14] ~ D[12] ~ D[10] ~ D[8] » D[4] ~ D[3] * D[2];
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NewCRC[5] =

D[71] » D[66] * D[65] * D[64] * D[63] * D[61]  D[60] *
D[57] » D[53] * D[51] » D[50] * D[49] * D[47] * D[46] A
D[45] » D[42] » D[40] » D[37] * D[36] * D[32] * D[31] *
D[28] » D[27] » D[25] * D[20] * D[18] » D[16] * D[15] *
D[13] ~ D[11] » D[9] * D[5] * D[4] * D[3];

NewCRC[6] =

D[67] » D[66] * D[65] » D[64] * D[62] * D[61] * D[58] *
D[54] » D[52] * D[51] » D[50] * D[48] * D[47] * D[46] *
D[43] » D[41] » D[38] # D[37] * D[33] * D[32] * D[29] *
D[28] * D[26] * D[21] » D[19] » D[17] » D[16] » D[14] »
D[12] » D[10] * D[6] * D[5] " D[4];

NewCRCJ[7] =

D[68] ~ D[67] ~ D[66] » D[65] * D[63] * D[62] * D[59] *
D[55] » D[53] » D[52] » D[51] » D[49] » D[48] » D[47]"
D[44] ~ D[42] » D[39] ~ D[38] » D[34] » D[33] » D[30] "
D[29] ~ D[27] » D[22] ~ D[20] ~ D[18] » D[17] ~ D[15] *
D[13] ~ D[11] ~ D[7] » D[6] * D[5];

nextCRC8_D72 = NewCRC;
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Write CRC § 1 X8 | x16 devi
The Controller generates the CRC checksum and forms the write data frames as below tables.

For a x8 DRAM the controller must send 1’s in the transfer 9 if CRC is enabled and must send 1’s in transfer 8 and
transfer 9 of the DBI# lane if DBI function is enabled.

For a x16 DRAM the controller must send 1’s in the transfer 9 if CRC is enabled and must send 1’s in transfer 8 and
transfer 9 of the LDBI# and UDBI# lanes if DBI function is enabled.

The DRAM checks for an error in a received code word D[71:0] by comparing the received checksum against the
computed checksum and reports errors using the ALERT# signal if there is a mis-match.

A x8 device has a CRC tree with 72 input bits. The upper 8 bits are used if either Write DBI or DM is enabled. Note
that Write DBI and DM function cannot be enabled simultaneously. If both Write DBI and DM is disabled then the
inputs of the upper 8 bits D[71:64] are ‘1’s.

A x16 device has two identical CRC trees with 72 input bits each. The upper 8 bits are used if either Write DBI or DM
is enabled. Note that Write DBI and DM function cannot be enabled simultaneously. If both Write DBl and DM is
disabled then the inputs of the upper 8 bits [D(143:136) and D(71:64)] are ‘1’s.

A x4 device has a CRC tree with 32 input bits. The input for the upper 40 bits D[71:32] are ‘1’s.

DRAM can write data to the DRAM core without waiting for CRC check for full writes. If bad data is written to the
DRAM core then controller will retry the transaction and overwrite the bad data. Controller is responsible for data
coherency.

Table 50. CRC Data Mapping for x4 Devices, BL8

. Transfer
Function 0 i 2 3 3 5 6 7 ) 9
DQO DO D1 Do D3 D4 D5 D6 D7 | CRCO | CRC4
6] D8 D9 | Di0 | DT | Di2 | Di3 | Di4 | Di5 | CRC1 | CRC5
bQ2 D16 | Di7 | Di8 | Dig | D20 | D21 | D22 | D23 | CRC2 | CRC6
bQ3 Do4 | D25 | D26 | D27 | D28 | D29 | D30 | D31 | CRC3 | CRCY

Table 51. CRC Data Mapping for x8 Devices, BL8

F . Transfer

T I 0 1 2 3 ) 5 6 7 8 9
DQO DO D1 D2 D3 D4 D5 D6 D7 CRCO 1
DQ1 D8 D9 D10 D11 D12 D13 D14 D15 CRCH1 1
DQ2 D16 D17 D18 D19 D20 D21 D22 D23 CRC2 1
DQS3 D24 D25 D26 D27 D28 D29 D30 D31 CRC3 1
DQ4 D32 D33 D34 D35 D36 D37 D38 D39 CRC4 1
DQ5 D40 D41 D42 D43 D44 D45 D46 D47 CRC5 1
DQ6 D48 D49 D50 D51 D52 D53 D54 D55 CRC6 1
DQ7 D56 D57 D58 D59 D60 D61 D62 D63 CRC7 1

DM#/DBI# D64 D65 D66 D67 D68 D69 D70 D71 1 1

A x16 device is treated as two x8 devices; a x16 device will have two identical CRC trees implemented. CRC[7:0]
covers data bits D[71:0], and CRC[15:8] covers data bits D[143:72].

Table 52. CRC Data Mapping for x16 Devices, BL8

. Transfer
Function 0 i 2 3 3 5 6 7 8 9
BQo DO D D2 D3 D4 D5 D6 D7 | CRCO | 1
ey D8 D9 | D0 | Dif | Diz | Di3 | Di4 | Di5 | CRCT | 1
b2 D16 | Di7 | Dis | Dig | D20 | D2 | D22 | D23 | CRCZ | 1
ba3 Do | D25 | D26 | D27 | D28 | D29 | D30 | D31 | CRC3 | 1
DQd D32 | D33 | D34 | D35 | D36 | D37 | D38 | D39 | CRC4 | 1
BQ5 D40 | D41 | D42 | D43 | D44 | D45 | D46 | D47 | CRC5 | 1
e D48 | D49 | D50 | D51 | D52 | D53 | D64 | D55 | CRC6 | 1
Ba7 D56 | D57 | D58 | D59 | D60 | D61 | D62 | D63 | CRC7 | 1
[DV#LDBIF D64 | D65 | D66 | D67 | D68 | D69 | D70 | D7 7 7
DQ8 D72 | D73 | D74 | D75 | D76 | D77 | D78 | D79 | CRC8 | 1
BQg D80 | D81 | D82 | D83 | D84 | D85 | D86 | D&/ | CRCO | 1
BQio D88 | D89 | D90 | D1 | D92 | D93 | D94 | D95 |[CRCIO| 1
DQii D96 | D97 | D98 | D99 | D100 | DI0oT | Di02Z | Di03 [CRCIT| 1
BQiz D104 | DI05 | DI06 | D107 | D08 | D09 | DIi0 | Diii [CRCiZ| 1
DQi3 D112 | Dii3 | Dii4 | Dii5 | Dii6 | Dii7 | D118 | Dii9 [CRCI3 | 1
DQid D120 | Di2i | Di22 | Di23 | Di24 | Di25 | Di26 | Di27 [CRCi4| 1
BQis5 D128 | Di20 | Di30 | D31 | Di32 | Di33 | Di34 | Di35 [CRCi5| 1
UDN#/UDBIF D136D137 | D138 | Di39 | D140 D14 D142 D143 i i
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CRC Error Handling
CRC Error mechanism shares the same ALERT# signal for reporting errors on writes to DRAM. The controller has no

way to distinguish between CRC errors and Command/Address/Parity errors other than to read the DRAM mode
registers. This is a very time consuming process in a multi-rank configuration.

To speed up recovery for CRC errors, CRC errors are only sent back as a pulse. The minimum pulse-width is six
clocks. The latency to ALERT# signal is defined as tcrc_aLerT in the figure below.

DRAM will set CRC Error Clear bit in A3 of MR5 to '1' and CRC Error Status bit in MPR3 of page1 to '1' upon detecting
a CRC error. The CRC Error Clear bit remains set at '1' until the host clears it explicitly using an MRS command.

The controller upon seeing an error as a pulse width will retry the write transactions. The controller understands the
worst case delay for ALERT# (during init) and can back up the transactions accordingly or the controller can be made
more intelligent and try to correlate the write CRC error to a specific rank or a transaction. The controller is also
responsible for opening any pages and ensuring that retrying of writes is done in a coherent fashion.

The pulse width may be seen longer than six clocks at the controller if there are multiple CRC errors as the ALERT# is
a daisy chain bus.

Figure 166. CRC Error Reporting
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NOTE 1, CRC ALERT_PW IS5 Specified from the paint Whone the DRAM starts (o drive the signal low fo the point whero the DRAM driver releases and the
conirolbes staris to pull the signal up.

Table 53. CRC Error Timing Parameters

Symbol Parameter Min. Max. Unit
tCRC_ALERT CRC error to ALERT# Latency 3 13 ns
CRC ALERT_PW |CRC ALERT_PW 6 10 tek
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CRC Frame Format with BC4
DDR4 SDRAM supports CRC function for Write operation for Burst Chop 4 (BC4). The CRC function is programmable
using DRAM mode register and can be enabled for writes.

When CRC is enabled the data frame length is fixed at 10Ul for both BL8 and BC4 operations. DDR4 SDRAM also
supports burst length on the fly with CRC enabled. This is enabled using mode register.

CRC with BC4 Data Bit Mappi

For a x4 device, the CRC tree inputs are 16 data bits, and the inputs for the remaining bits are 1.

When A2 = 1, data bits D[7:4] are used as inputs for D[3:0], D[15:12] are used as inputs to D[11:8], and so forth, for
the CRC tree.

Table 54. CRC Data Mapping for x4 Devices, BC4

. Transfer (A2 = 0)

Ll 0 1 2 3 4 5 6 7 8 9
DQO DO D1 D2 D3 1 1 1 1 CRCO | CRC4
DQ1 D8 D9 D10 D11 1 1 1 1 CRC1 | CRC5
DQ2 D16 D17 D18 D19 1 1 1 1 CRC2 | CRC6
DQ3 D24 D25 D26 D27 1 1 1 1 CRC3 | CRC7

Function Transfer (A2 = 1)

0 1 2 3 4 5 6 7 8 9
DQO D4 D5 D6 D7 1 1 1 1 CRCO | CRC4
DQ1 D12 D13 D14 D15 1 1 1 1 CRC1 CRC5
DQ2 D20 D21 D22 D23 1 1 1 1 CRC2 | CRC6
DQ3 D28 D29 D30 D31 1 1 1 1 CRC3 | CRC7

For a x8 device, the CRC tree inputs are 36 data bits in transfer’s four through seven as 1’s.

When A2 = 0, the input bits D[67:64]) are used if DBI# or DM# functions are enabled; if DBI# and DM# are disabled,
then D[67:64]) are 1.

When A2 = 1, data bits D[7:4] are used as inputs for D[3:0], D[15:12] are used as inputs to D[11:8], and so forth, for
the CRC tree. The input bits D[71:68]) are used if DBI# or DM# functions are enabled; if DBI# and DM# are disabled,
then D[71:68]) are 1.

Table 55. CRC Data Mapping for x8 Devices, BC4

. Transfer (A2 = 0)

Function 0 i 2 3 3 5 6 7 8 9
DQO DO D1 D2 D3 ] 1 1 1 CRCO | 1
DQT D8 D9 D10 | DI 1 1 1 1 CRCT 1
DQ2 Di6 | Di7 | Di8 | D19 1 1 1 1 CRC2 | 1
DQ3 Dod | D25 | D26 | D27 1 1 1 1 CRC3 | 1
DQ4 D32 | D33 | D34 | D35 ] ] i ] CRC4 | 1
DQ5 D40 | D41 | D42 | D43 1 1 1 1 CRC5 | 1
DQ6 D48 | D49 | D50 | D5 ] ] i ] CRC6 | 1
DQ7 D56 | D57 | D58 | D59 ] ] i ] CRC7 |1

DM#DBI D64 | D65 | D66 | D67 ] ] i i i i

. Transfer (A2 = 1)

Function 0 i 2 3 3 5 6 7 8 9
DQO D4 D5 D6 D7 1 1 1 1 CRCO | 1
DQi Di2 | Di3 | Di4 | Di5 ] ] i ] CRCT ]
DQ2 D20 | D21 | D22 | D23 1 1 1 1 CRC2 | 1
DQ3 D28 | D29 | D30 | D3 1 1 1 ] CRC3 | 1
DQ4 D36 | D37 | D38 | D39 ] ] i ] CRC4 | 1
DQ5 D44 | D45 | D46 | D47 1 1 1 1 CRC5 | 1
DQ6 D52 | D53 | D54 | D55 ] ] i ] CRC6 | 1
DQ7 D60 | D61 | D62 | D63 1 1 1 1 CRC7 | 1

DM#DBI# D68 | D69 | D70 | D71 1 i i ] 1 ]
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There are two identical CRC trees for x16 devices, each have CRC tree inputs of 36 bits.

When A2 = 0, input bits D[67:64] are used if DBI# or DM# functions are enabled; if DBI# and DM# are
disabled, then D[67:64] are 1s. The input bits D[139:136] are used if DBI# or DM# functions are enabled;
if DBI# and DM# are disabled, then D[139:136] are 1s.

When A2 = 1, data bits D[7:4] are used as inputs for D[3:0], D[15:12] are used as inputs for D[11:8], and
so forth, for the CRC tree. Input bits D[71:68] are used if DBI# or DM# functions are enabled; if DBI# and
DM# are disabled, then D[71:68] are 1s. The input bits D[143:140] are used if DBI# or DM# functions are
enabled;if DBI# and DM# are disabled, then D[143:140] are 1s.

Table 56. CRC Data Mapping for x16 Devices, BC4

. Transfer (A2 = 0)
Function 0 i 2 3 z |5 & |7 8 109
DQO DO D1 D2 D3 1 1 1 1 CRCO 1
DQ1 D8 D9 D10 D11 1 1 1 1 CRC1 1
DQ2 D16 D17 D18 D19 1 1 1 1 CRC2 1
DQ3 D24 D25 D26 D27 1 1 1 1 CRC3 1
DQ4 D32 D33 D34 D35 1 1 1 1 CRC4 1
DQ5 D40 D41 D42 D43 1 1 1 1 CRC5 1
DQ6 D48 D49 D50 D51 1 1 1 1 CRC6 1
DQ7 D56 D57 D58 D59 1 1 1 1 CRC7 1
LDM#/LDBI# D64 D65 D66 D67 1 1 1 1 1 1
DQ8 D72 D73 D74 D75 1 1 1 1 CRC8 1
DQ9 D80 D81 D82 D83 1 1 1 1 CRC9 1
DQ10 D88 D89 D90 D91 1 1 1 1 CRC10 1
DQ11 D96 D97 D98 D99 1 1 1 1 CRC11 1
DQ12 D104 D105 D106 D107 1 1 1 1 CRC12 1
DQ13 D112 D113 D114 D115 1 1 1 1 CRC13 1
DQ14 D120 D121 D122 D123 1 1 1 1 CRC14 1
DQ15 D128 D129 D130 D131 1 1 1 1 CRC15 | 1
UDM#/UDBI# D136 D137 D138 D139 1 1 1 1 1 1
. Transfer (A2 = 1)

PG 0 i 2 3 z |5 6 |7 8 |9
DQO D4 D5 D6 D7 1 1 1 1 CRCO 1
DQ1 D12 D13 D14 D15 1 1 1 1 CRC1 1
DQ2 D20 D21 D22 D23 1 1 1 1 CRC2 1
DQ3 D28 D29 D30 D31 1 1 1 1 CRC3 1
DQ4 D36 D37 D38 D39 1 1 1 1 CRC4 1
DQ5 D44 D45 D46 D47 1 1 1 1 CRC5 1
DQ6 D52 D53 D54 D55 1 1 1 1 CRC6 1
DQ7 D60 D61 D62 D63 1 1 1 1 CRC7 1
LDM#/LDBI# D68 D69 D70 D71 1 1 1 1 1 1
DQ8 D76 D77 D78 D79 1 1 1 1 CRC8 1
DQ9 D84 D85 D86 D87 1 1 1 1 CRC9 1
DQ10 D92 D93 D94 D95 1 1 1 1 CRC10 1
DQ11 D100 D101 D102 D103 1 1 1 1 CRC11 1
DQ12 D108 D109 D110 D111 1 1 1 1 CRC12 1
DQ13 D116 D117 D118 D119 1 1 1 1 CRC13 1
DQ14 D124 D125 D126 D127 1 1 1 1 CRC14 1
DQ15 D132 D133 D134 D135 1 1 1 1 CRC15 1
UDM#/UDBI# D140 D141 D142 D143 1 1 1 1 1 1
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Example shown below of CRC tree when x8 is used in BC4 mode, x4 and x16 have similar differences.
CRC equations for x8 device in BC4 mode with A2=0 are as follows:

CRC[0] = D[69]=1 * D[68]=1 " D[67] * D[66] " D[64] » D[63]=1 » D[60]=1 " D[56] » D[54]=1 " D[53]=1 / D[52]=1 * D[50] » D[49] *
D[48] » D[45]=1 » D[43] » D[40] » D[39]=1 * D[35] * D[34] » D[31]=1" D[30]=1 / D[28]=1 * D[23]=1 A D[21]=1 * D[19] *
D[18] # D[16] » D[14]=1 * D[12]=1  D[8] » D[7]=1 » D[6] =1 » D[0] ;

CRC[1] = D[70]=1 * D[66] » D[65] » D[63]=1 » D[61]=1 " D[60]=1 * D[57] "D[56] * D[55]=1  D[52]=1 " D[51] * D[48] * D[46]=1
D[45]=1 » D[44]=1 / D[43] # D[41] » D[39]=1 " D[36]=1 * D[34] » D[32] * D[30]=1 * D[29]=1 / D[28]=1 * D[24] * D[23]=1
D[22]=1 » D[21]=1 ~ D[20]=1 " D[18] » D[17] » D[16] » D[15]=1 * D[14]=1 A D[13]=1 / D[12]=1 A D[9] * D[6]=1 * D[1] *
D[O];

CRC[2] = D[71]=1 » D[69]=1 " D[68]=1 / D[63]=1 » D[62]=1 " D[61]=1 / D[60]=1 » D[58]  D[57] * D[54]=1 * D[50] * D[48]  D[47]=1
A D[46]=1 " D[44]=1 / D[43] * D[42] » D[39]=1 * D[37]=1 " D[34] » D[33] * D[29]=1 " D[28]=1 / D[25] » D[24] » D[22]=1 *
D[17] » D[15]=1 A D[13]=1 A D[12]=1 / D[10] » D[8] * D[6]=1 * D[2] » D[1] * D[0];

CRC[3] = D[70]=1 " D[69]=1 / D[64] * D[63]=1  D[62]=1 » D[61]=1 * D[59] * D[58] » D[55]=1 * D[51] * D[49] * D[48] * D[47]=1 *
D[45]=1  D[44]=1 * D[43] » D[40] * D[38]=1 * D[35] * D[34] * D[30]=1  D[29]=1 / D[26] * D[25] * D[23]=1 * D[18] * D[16]
A D[14]=1 " D[13]=1 ~ D[11]  D[9] * D[7]=1 * D[3] * D[2] *D[1];

CRC[4] = D[71]=1 » D[70]=1 * D[65] * D[64] " D[63]=1 " D[62]=1 » D[60]=1 * D[59] * D[56] * D[52]=1 " D[50] * D[49] " D[48] *
D[46]=1 " D[45]=1  D[44]=1 * D[41] # D[39]=1 * D[36]=1 * D[35] » D[31]=1 » D[30]=1 * D[27] * D[26] " D[24] * D[19] A
D[17] ~ D[15]=1 » D[14]=1 ~ D[12]=1  D[10] * D[8] " D[4]=1 * D[3] * D[2];

CRCI5] = D[71]=1 » D[66] * D[65] * D[64] » D[63]=1 * D[61]=1 » D[60]=1 * D[57] * D[53]=1 * D[51] * D[50] * D[49] * D[47]=1 *
D[46]=1 " D[45]=1 * D[42] » D[40] » D[37]=1 * D[36]=1 " D[32] # D[31]=1 " D[28]=1 / D[27] " D[25] * D[20]=1 * D[18] »
D[16] # D[15]=1 ~ D[13]=1 * D[11] # D[9] * D[5]=1 * D[4]=1 * D[3];

CRC[6] = D[67] » D[66] * D[65] » D[64] * D[62]=1 * D[61]=1 * D[58] » D[54]=1 * D[52]=1 * D[51] * D[50] * D[48] * D[47]=1 " D[46]=1
A D[43] » D[41] » D[38]=1 * D[37]=1 * D[33] * D[32] * D[29]=1 * D[28]=1 " D[26] * D[21]=1 » D[19] # D[17] » D[16] *
D[14]=1  D[12]=1 A D[10]  D[6]=1 * D[5]=1 " D[4]=1;

CRC[7] = D[68]=1 * D[67]  D[66] » D[65] * D[63]=1 / D[62]=1 » D[59] » D[55]=1 * D[53]=1 * D[52]=1 » D[51] » D[49] * D[48] A
D[47]=1 " D[44]=1 * D[42] » D[39]=1 / D[38]=1 * D[34] » D[33] * D[30]=1 * D[29]=1 / D[27] » D[22]=1 " D[20]=1 / D[18] *
D[17] # D[15] =1~ D[13]=1 A D[11] # D[7]=1 / D[6]=1 / D[5]=1;

CRC equations for x8 device in BC4 mode with A2=1 are as follows:

CRC[0] = 11~ D[71] » D[70] » D[68] ~ 1 1 A D[60] # 1 A 1 A 1 A D[54] A D[53]  D[52] * 1 A D[47] » D[44] » 1 A D[39] » D[38] » 1/ 1
A4 A{A{AD[23] A D[22] A D[20]~ 1 A1 AD[12]~1 A1 AD[4];

CRC[1] =1 D[70] » D[69] » 1~ 171 AD[61] " D[60] » 1~ 1A D[55] A D[52] ~ 1 A 1 A 1 A D[47] » D[45] » 1 A 1 » D[38] » D[36] * 1 * 1
A{AD[28]A1A1A1A1AD[22] A D[21] ~ D[20] M A1 A1 A 1A D[13] A 1 A D[5] * D[4];

CRC[2]=171717{ 7 A{A1AD[62]AD[61]*1 " D[54] A D[52] ~1 A1 1A D[47] »D[46] » 1 1 A D[38] » D[37] » 1 A 1 A D[29] *
D[28] ~ 1~ D[21]~ 1211~ D[14] A D12] * * D[6] * D[5] " D[4];

CRC[3]=1717D[68] 1 117D[63]*D[62] » 1 A D[55] » D[53] A D[52] 1 A 1 A 1 A D[47] » D[44] ~ 1 » D[39] A D[38] ~ 1 A 1 A
D[30] # D[29] * 1  D[22] » D[20] » 1 A 1 A D[15] A D[13] A 1 A D[7]  D[6]  D[5];

CRC[4] = 1 A D[69] » D[68] A 1~ 1 ~ 1 A D[63] » D[60] * 1 » D[54] » D[53] » D[52] * 1 M A 1 A D[45] ~ 1 A 1 A D[39] M A 1 A D[31] A
D[30] » D[28] » D[23] # D[21] ~ 1~ 1 A 1 A D[14] ~ D[12] * 1 A D[7] » D[6];

CRC[5] = 1 A D[70] » D[69] » D[68] ~ 1 A1 A 1 A D[61] * 1 A D[55] » D[54] A D[53] * 1 ~ 1 A 1 A D[46] » D[44] ~ 1~ 1 A D[36] "1 A 1 A
D[31] ~ D[29] A 1 A D[22] A D[20] ~ 1 A 1 A D[15] A D[13] # 1 A 1 A D[7];

CRC[6] = D[71] » D[70] » D[69] » D[68] # 1 A 1 A D[62] # 1 A 1 A D[55] » D[54] » D[52] * 1  ~ D[47] » D[45] A 1 A 1 A D[37] * D[36]
A4 AD[30] A 1A D[23] A D[21] A D[20] A 1 A 1 A D[14] A 1 A 1 A {;

CRC[7] = 1 A D[71] ~ D[70] ~ D[69] 1 ~ 1 A D[63] 1 A 1 A 1 A D[55] A D[53] » D[52] * 1 A 1 A D[46] * 1 A 1 A D[38] » D[37] A1 A 1 A
D[31]7 117 D[22] A D[21] ~ 1A 1 AD[15] A1 A1 A 1;

imultan DM an RC Functionali

When both DM and Write CRC are enabled in the DRAM mode register, the DRAM calculates CRC before sending
the write data into the array. If there is a CRC error, the DRAM blocks the write operation and discards the data. For a
x16, when the DRAM detects an error in CRC tree, DDR4 DRAMs may mask all DQs or half the DQs depending upon
the specific vendor implementation behavior. Both implementations are valid. For the DDR4 DRAMs that masking half
the DQs, DQO through DQ7 will be masked if the lower byte. CRC tree had the error and DQ8 through DQ15 will be
masked if the upper byte CRC tree had the error.

The following combination of DDR4 features are prohibited for simultaneous operation:
1) MPR Write and Write CRC (Note: MPR Write is via Address pins)

2) Per DRAM Addressability and Write CRC (Note: Only MRS are allowed during PDA and also DQO is used for PDA
detection.)
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Post Package Repair (hPPR)

DDR4 supports Fail Row address repair as optional feature for 4Gb and required for 8Gb and above. Supporting
hPPR is identified via datasheet and SPD in Module so should refer to DRAM manufacturer’'s Datasheet. PPR
provides simple and easy repair method in the system and Fail Row address can be repaired by the electrical
programming of Electrical-fuse scheme.

With hPPR, DDR4 can correct 1Row per Bank Group.

Electrical-fuse cannot be switched back to un-fused states once it is programmed. The controller should prevent
unintended hPPR mode entry and repair. (i.e. Command/Address training period)

DDR4 defines two hard fail row address repair sequences and users can choose to use among those 2 command
sequences. The first command sequence uses a WRA command and ensures data retention with Refresh operations
except for the 2banks containing the rows being repaired, with BA[0] a don’t care. Second command sequence is to
use WR command and Refresh operation can’t be performed in the sequence. So, the second command sequence
doesn’t ensure data retention for target DRAM.

When hard PPR Mode is supported, entry into hPPR Mode is to be is protected through a sequential MRS guard key
to prevent unintentional hPPR programming. When soft PPR Mode, i.e. sPPR, is supported, entry into sSPPR Mode is
to be protected through a sequential MRS guard key to prevent unintentional sPPR programming. The sequential
MRS guard key for hPPR mode and sPPR is the same Guard Key, i.e. hPPR/sPPR Guard Key.

The hPPR/sPPR Guard Key requires a sequence of four MRO commands to be executed immediately after entering
hPPR mode (setting MR4 bit 13 to a “1”) or immediately after entering sPPR mode(setting MR4 bit 5 to a “1”). The
hPPR/sPPR Guard Key’'s sequence must be entered in the specified order as stated and shown in the spec below.
Any interruption of the hPPR/sPPR Guard Key sequence from other MR commands or non-MR commands such as
ACT, WR, RD, PRE, REF, ZQ, NOP, RFU is not allowed. Although interruption of the hPPR/sPPR Guard Key entry is
not allowed, if the hPPR/sPPR Guard Key is not entering in the required order or is interrupted by other commands,
the hPPR Mode or sPPR Mode will not execute and the offending command terminating hPPR/sPPR Mode may or
may not execute correctly; however, the offending command will not cause the DRAM to “lock up”. Additionally, when
the hPPR or sPPR entry sequence is interrupted, subsequent ACT and WR commands will be conducted as normal
DRAM commands. If a hPPR operation was prematurely terminated, the MR4 bit 13 must be re-set “0” prior to
performing another hPPR or sPPR operation. If a sSPPR operation was prematurely terminated, the MR4 bit 5 must be
re-set to “0” prior to performing another sPPR or hPPR operation. The DRAM does not provide an error indication if
an incorrect hPPR/sPPR Guard Key sequence is entered.

Table 57. hPPR and sPPR MR0 Guard Key Sequences

Guard Keys | BG1:0" | BA1:0 |A16:A12| A11 A10 A9 A8 A7 A6:A0
1st MRO 00 00 X 1 1 0 0 1 1111111
24 MRO 00 00 X 0 1 1 1 1 1111111
39 MRO 00 00 X 1 0 1 1 1 1111111
4" MRO 00 00 X 0 0 1 1 1 1111111

Note 1. BG1 is ‘Don’t Care’ in x16
Note 2. A6:AQ can be either ‘1111111’ or ‘Don’t Care’. And, it depends on vendor’s implementation. ‘1111111’ is allowed in all
DDR4 density but ‘Don’t Care’ in A6:A0 is only allowed in 8Gb die DDR4 product.
Note 3. After completing hPPR and sPPR mode, MRO must be re-programmed to pre-PPR mode state if the DRAM is to be accessed
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Hard Fail R Add Repair (WRA Case)
The following is procedure of hPPR with WRA command.

1.
2.
3.

ook

“geeN

0.
1.

Before entering ‘hPPR’ mode, All banks must be Precharged; DBI and CRC Modes must be disabled.

Enable hPPR using MR4 bit “A13=1" and wait tmop.

Issue guard Key as four consecutive MRO commands each with a unique address field A[17:0]. Each MRO
command should space by tmob.

Issue ACT command with Fail Row address.

After trep, Issue WRA with Valid address. DRAM will consider Valid address with WRA command as ‘Don’t Care’.
After WL (WL = CWL + AL + PL), All DQs of target DRAM should be low for 4tck. If high is driven to AllDQs of a
DRAM consecutively for equal to or longer than 2tck, then DRAM does not conduct hPPR and retains data if REF
command is properly issued; if all DQs are neither low for 4tck nor high for equal to or longer than 2tck, then hPPR
mode execution is unknown.

Wait tram to allow DRAM repair target Row Address internally and issue PRE.

Wait tram_exit after PRE which allow DRAM to recognize repaired Row address.

Exit hPPR with setting MR4 bit “A13=0".

DDR4 will accept any valid command after trampsT.

In more than one fail address repair case, Repeat step 2 to 9.

In addition to that, hPPR mode allows REF commands from PL + WL + BL/2 + twr + tre after WRA command during
tram and terampst for proper repair; provided multiple REF commands are issued at a rate of treri or treri/2, however
back-to-back REF commands must be separated by at least treri/4 when the DRAM is in hPPR mode. Upon receiving
REF command, DRAM performs normal Refresh operation and ensure data retention with Refresh operations except
for the 2banks containing the rows being repaired, with BA[0] don’t care. Other command except REF during trem can
cause incomplete repair so no other command except REF is allowed during tram Once hPPR mode is exited, to
confirm if target row is repaired correctly, host can verify by writing data into the target row and reading it back after
hPPR exit with MR4 [A13=0] and trmpsT.

Hard Fail Row Addr Repair (WR

The following is procedure of hPPR PPR with WR command.

1.
2.
3.

o ok

“go®N

0.
1.

Before entering hPPR mode, all banks must be precharged; DBl and CRC modes must be disabled.

Enable hPPR using MR4 bit “A13=1" and wait tmop.

Issue guard Key as four consecutive MRO commands each with a unique address field A [17:0]. Each MRO
command should space by tmop.

Issue ACT command with row address.

After trep, issue WR with valid address. DRAM consider the valid address with WR command as ‘Don’t Care’.
After WL (WL = CWL + AL + PL), All DQs of target DRAM should be low for 4tck. If high is driven to AllDQs of a
DRAM consecutively for equal to or longer than first 2tck, then DRAM does not conduct hPPR and retains data if
REF command is properly issued; if all DQs are neither low for 4tck nor high for equal to or longer than first 2tck,
then hPPR mode execution is unknown.

Wait trem to allow DRAM repair target Row Address internally and issue PRE.

Wait trem_exit after PRE which allow DRAM to recognize repaired Row address.

Exit hPPR with setting MR4 bit “A13=0".

DDR4 will accept any valid command after trampst.

In more than one fail address repair case, Repeat step 2 to10.

In this sequence, Refresh command is not allowed between hPPR MRS entry and exit.

Once hPPR mode is exited, to confirm if target row is repaired correctly, host can verify by writing data into the target
row and reading it back after hPPR exit with MR4 [A13=0] and trampsT
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Figure 167. Hard Fail Row Repair (WRA Case)

HOTE 1. Alpw REFT1X] froes PL=WL SBLT Haw *iee alir W
NOTE I Timing ciagram shows poasitis commands bul nol sl ihown oo S St 52 st bim Tor sxienpis § REF & asoes 8 Tl DES must b sl A Ted & REF would be dagel o Tal
Lirwiges, DE'S ot b thiilisld B pricet i PRE ot THD AN reguine Srrangs must S50 b fiifipd

Figure 168. Hard Fail Row Repair (WR Case)

Programming hPPR and sPPR support in MPRO page2

hPPR and sPPR is optional feature of DDR4 4Gb so Host can recognize if DRAM is supporting hPPR and sPPR or
not by reading out MPRO Page2.

MPR page2;

hard PPR is supported: [7] = 1

hard PPR is not supported: [7] =0

soft PPR is supported: [6] = 1

soft PPR is not supported: [6] = 0

Required Timing Parameters

Repair requires additional time period to repair Hard Fail Row Address into spare Row address and the followings are
requirement timing parameters for hPPR

Table 58. hPPR Timing Parameters

Symbol Parameter Min. Max. Unit
tPGM hPPR Programming Time 2000 - ms

tram_Exit | hPPR Exit Time 15 - ns

tPGMPST New Address Setting time 50 - us
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Soft Post Package Repair (sPPR)

Soft Post Package Repair (sPPR) is a way to quickly, but temporarily, Repair a row element in a Bank Group on a
DDR4 DRAM device, contrasted to hard Post Package Repair which takes longer but is permanent repair of a row
element. There are some limitations and differences between sPPR and hPPR.

Table 59. Description and Comparison of hPPR and sPPR

Topic Soft Repair Hard Repair Note
. . Volatile — repair persists while |Non-Volatile — repair is sPPR cleared after power off or device
Persistence of Repair power is within operating range |permanent after the repair cycle |reset
trau (WPPR and sPPR WL+ dtoHwn 52000ms(tPGM)

programming Time)

Once hPPR is used within a BG, sPPR is

no longer supported in that BG

Clearing sPPR occurs by either:

(a) power down and power-up sequence
or

# of Repair elements 1 per BG 1 per BG

Previous hPPR are allowed Any outstanding sPPR

Simultaneous use of soft ; ;
and hard repair within a BG gerore soft repair to a different |must be cleared before a

hard repair (b) Reset and re-initialize.
: 2 methods WRA
Repair Sequence 1 method — WR cmd. and WR
Bank" not having row y Yes, if WRA sequence; WRA sequence requires use of REF
repair retains array data es No, if WR sequence commands
Bank having row Yes, except for seed and N sPPR must be performed outside of REF
repair retain array data associated rows ° window (trrc)

Note 1. If a BA pin is defined to be an “sPPR associated row” to the seed row, both states of the BA address input are affected. For example if BAO
is selected as an “sPPR associated row” to the seed row, addresses in both BAO = 0 and BAO = 1 are equally affected.

sPPR mode is entered in a similar fashion as hPPR, sPPR uses MR4 bit A5 while hPPR uses MR4 bit A13; sPPR
requires the same guard key sequence as hPPR to qualify the MR4 PPR entry. Prior to sSPPR entry, either an hPPR
exit command or an sPPR exit command should be performed, which ever was the last PPR entry. After sPPR entry,
an ACT command will capture the target bank and target row, herein seed row, where the row repair will be made.
After tRCD time, a WR command is used to select the individual DRAM, through the DQ bits, to transfer the repair
address into an internal register in the DRAM. After a write recovery time and PRE command, the sPPR mode can be
exited and normal operation can resume. The DRAM will retain the sPPR change as long as VDD remains within the
operating region. If the DRAM power is removed or the DRAM is reset, all SPPR changes will revert to the unrepaired
state. sSPPR changes must be cleared by either a power-up sequence or re-initialization by reset signal before hPPR
mode is enabled.

DDR4 sPPR can repair one row per Bank Group, however when the hPPR resources for a bank group have been
used, sPPR resources are no longer available for that bank group. If an sPPR or hPPR repair sequence is issued to a
bank group with PPR resource un-available, the DRAM will ignore the programming sequence. sPPR mode is
optional for 4Gb density DDR4 device.

The bank receiving sPPR change is expected to retain array data in all other rows except for the seed row and its
associated row addresses. If the user does not require the data in the array in the bank under sPPR repair to be
retained, then the handling of the seed row’s associated row addresses is not of interest and can be ignored. If the
user requires the data in the array to be retained in the bank under sPPR mode, then prior to executing the sPPR
mode, the seed row and its associated row addresses should be backed up and restored after sSPPR has been
completed. sPPR associated seed row addresses are specified in the table below.

Table 60. sPPR Associated Row Address

sPPR Associated Row Addresses
BAO | A6 [ A5 | A4 | A3 [ Al [ Ao
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Soft Repair of a Fail Row Address

The following is the procedure of SPPR with WR command. Note that during the soft repair sequence, no refresh is
allowed.

1. Before entering ‘sPPR’ mode, all banks must be Precharged; DBl and CRC Modes must be disabled.

2. Enable sPPR using MR4 bit “A5=1" and wait tMOD.

3. Issue Guard Key as four consecutive MRO commands each with a unique address field A[17:0]. Each MRO

command should space by tMOD. MR0 Guard Key sequence is same as hPPR.

4. Issue ACT command with the Bank and Row Fail address, Write data is used to select the individual DRAM in the

Rank for repair.

5. AWR command is issued after tRCD, with valid column address. The DRAM will ignore the column address given

with the WR command.

6. After WL (WL = CWL + AL + PL), All DQs of Target DRAM should be low for 4tCK. If high is driven to All DQs of a

DRAM consecutively for equal to or longer than first 2tCK, then DRAM does not conduct sPPR. If all DQs are

neither low for 4tCK nor high for equal to or longer than first 2tCK, then sPPR mode execution is unknown.

Wait tWR for the internal repair register to be written and then issue PRE to the Bank.

Wait 20ns after PRE which allow DRAM to recognize repaired Row address.

Exit PPR with setting MR4 bit “A5=0" and wait tMOD.

0. One soft repair address per Bank Group is allowed before a hard repair is required. When more than one sPPR
request is made to the same BG, the most recently issued sPPR address would replace the early issued one. In
the case of conducting soft repair address in a different Bank Group, Repeat Step 2 to 9. During a soft Repair,
Refresh command is not allowed between sPPR MRS entry and exit.

S©oN

Once sPPR mode is exited, to confirm if target row is repaired correctly, the host can verify the repair by writing data
into the target row and reading it back after sPPR exit with MR4 [A5=0].

Figure 169. Fail Row Soft PPR (WR Case)
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

On-Die Termination

ODT (On-Die Termination) is a feature of the DDR4 SDRAM that allows the DRAM to change termination resistance
for x16 configuration, ODT is applied to each DQO0-15, UDQS, UDQS#, LDQS, LDQS#, UDM# and LDM# signal. The

ODT feature is designed to improve signal integrity of the memory channel by allowing the DRAM controller to
independently change termination resistance for any or all DRAM devices.

The ODT feature is turned off and not supported in Self-Refresh mode. A simple functional representation of the
DRAM ODT feature is shown below.

Figure 170. Functional Representation of ODT

VDDQ

C)/F'!'!'I' |

Switch

To other circuitry
like

@ O DQ, DAs, DM

The switch is enabled by the internal ODT control logic, which uses the external ODT pin and Mode Register Setting
and other control information, see below. The value of RTT is determined by the settings of mode register bits (see

Mode Register). The ODT pin will be ignored if the mode register MR1 is programmed to disable RTT_NOM (MR1 A
[10:8] = 000) and in self refresh mode.
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ODT Mode Register and ODT State Table
The ODT Mode of DDR4 device has 4 states, Data Termination Disable, Rtr_wr, Rtr_nom and Rrr_park. And the ODT

Mode is enabled if any of MR1 A[10:8] or MR2 A[10:9] or MR5 A[8:6] are non zero. When enabled, the value of Rt is
determined by the settings of these bits.

After entering Self-Refresh mode, DRAM automatically disables ODT termination and set Hi-Z as termination state
regardless of these setting.

Controller can control each Rtr condition with WR/RD command and ODT pin.

Rrr_wr: The rank that is being written to provide termination regardless of ODT pin status (either high or low)
Rrt_nom: DRAM turns ON Rrr_nowm if it sees ODT asserted (except ODT is disabled by MR1).

Rr7_rark: Default parked value set via MR5 to be enabled and ODT pin is driven low.

Data Termination Disable: DRAM driving data upon receiving Read command disables the termination after RL-X
and stays off for a duration of BL/2 + X clock cycles. (X is 2 for 1tck and 3 for 2tck preamble mode).

The Rrr values have the following priority:

which means if there is Write command along with ODT pin high, then DRAM turns on Rtr_wr not Rtt_nowm, and also if
there is Read command, then DRAM disables data termination regardless of ODT pin and goes into driving mode.

Data termination disable
Rrr_wr

I:{TTfNOM

I:{TTfPAF{K

Table 61. Termination State Table

Rrr_park MR5[8:6] Rrr_nom MR1[10:8] ODT pin DRAM termination state | Note
High Rr1_nom 1,2

Enabled
Enabled Low Rt park 1,2
Disabled Don't care ® R park 1,2,3
High Rr1_nom 1,2

Enabled
Disabled Low Hi-Z 1,2
Disabled Don't care ® Hi-Z 1,2,3

Note 1. When a read command is executed, DRAM termination state will be High-Z for defined period independent
of ODT pin and MR setting of Rrr_park/Rrr_nom. This is described in the ODT during Read section.

Note 2. If Rrr wris enabled, Rt wr will be activated by write command for defined period time independent of ODT
pin and MR setting of Rrr park/R1r nom. This is described in the Dynamic ODT section.

Note 3. If Rrr nom MR is disabled, ODT receiver power will be turned off to save power.
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On-die termination effective resistances are defined and can be selected by any or all of the following options:

« MR1 A[10:8] (Rtr now) - Disable, 240Q, 120Q, 80Q, 60Q, 48Q, 40Q, and 34Q.
« MR2 A[11:9] (Rt7 wr) - Disable, 240Q,120Q, and 80Q.
« MR5 A[8:6] (Rt rarx) - Disable, 240Q, 1200, 80Q, 60Q, 48Q, 40Q, and 34Q.

ODT is applied to the following inputs:

« x16: DQs, LDM#, UDM#, LDQS, LDQS#, UDQS, and UDQS# inputs.

ODT Definition of Voltages and Currents

On die termination effective Rtt values supported are 240, 120, 80, 60, 48, 40, 34 ohms.

Figure 171. On Die Termination
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Table 62. ODT Electrical Characteristics RZQ=240Q +1% entire temperature operation
range; after proper ZQ calibration

Ryt Vout Min. Nom. Max. Unit Note
Voide= 0.5 x Vppa 0.9 1 1.25 RzQ 1,2,3

240Q Vowmde= 0.8 x Vppa 0.9 1 1.1 RzQ 1,2,3
Vonde= 1.1 x Vppa 0.8 1 1.1 RZQ 1,2,3

Voude= 0.5 x Vppa 0.9 1 1.25 RzQ/2| 1,23

120Q Vowmde= 0.8 x Vppa 0.9 1 1.1 RzQ/2| 1,23
Vonde= 1.1 x Vppa 0.8 1 1.1 RzQ/2 1,2,3

Voide= 0.5 x Vppa 0.9 1 1.25 RzQ/3| 1,23

80Q Vowmde= 0.8 x Vppa 0.9 1 1.1 RzQ/3| 1,2,3
Vonde= 1.1 x Vopa 0.8 1 1.1 RzQ/3| 1,23

Voide= 0.5 x Vppa 0.9 1 1.25 RzZQ/4 1,2,3

60Q Vowmdc= 0.8 x Vppa 0.9 1 1.1 RZQ/4 1,2,3
Vonde= 1.1 x Vbpa 0.8 1 1.1 RzQ/4 1,2,3

Voide= 0.5 x Vppa 0.9 1 1.25 RzQ/5 1,2,3

480 Vomde= 0.8 x Vppa 0.9 1 1.1 RzQ/5 1,2,3
Vondc= 1.1 x Vopa 0.8 1 1.1 RzQ/5| 1,23

Vorde= 0.5 x Vppa 0.9 1 1.25 RzQ/m6| 1,23

40Q Vomde= 0.8 x Vppa 0.9 1 1.1 RzQ/6 1,2,3
Vonde= 1.1 x Vppa 0.8 1 1.1 RzQ/6 1,2,3

Vorde= 0.5 x Vppa 0.9 1 1.25 RzQ/7| 1,23

34Q Vowmde= 0.8 x Vppa 0.9 1 1.1 RzQ/7| 1,23
Vonde= 1.1 x Vppa 0.8 1 1.1 RzQ/7 1,2,3

DQ-DQ Mismatch within byte Vomdc= 0.8 X Vppa 0 - 10 % 1,2,4,5,6

Note 1. The tolerance limits are specified after calibration with stable voltage and temperature. For the behavior of the tolerance limits
if temperature or voltage changes after calibration, see following section on voltage and temperature sensitivity.

Note 2. Pull-up ODT resistors are recommended to be calibrated at 0.8 x Vppa. Other calibration schemes may be used to achieve the
linearity spec shown above, e.g. calibration at 0.5 x Vppgand 1.1 x Vppa.

Note 3. The tolerance limits are specified under the condition that Vppa=Vpp and Vssa=Vss.

Note 4. DQ to DQ mismatch within byte variation for a given component including DQS and DQS#. (characterized)

Note 5. Ryrvariance range ratio to Rt Nominal value in a given component, including DQS and DQS#.

. . . RTTI\:'Iax = RTTMin
DQ-DQ Mismatch in a Device = —— X 100
TTNOM

Note 6. This parameter of x16 device is specified for Upper byte and Lower byte.
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Synchronous ODT Mode

512Mx16 — NDQ86P

Synchronous ODT mode is selected whenever the DLL is turned on and locked. Based on the power-down definition,

these modes are:

Any bank active with CKE high

Refresh with CKE high

Idle mode with CKE high

Active power-down mode (regardless of MR1 bit A10)
Precharge power-down mode

In synchronous ODT mode, Rrr_nom will be turned on DODTLon clock cycles after ODT is sampled high by a rising
clock edge and turned off DODTLoff clock cycles after ODT is registered low by a rising clock edge. The ODT latency
is tied to the Write Latency (WL = CWL + AL + PL) by: DODTLon = WL - 2; DODTLoff = WL - 2. When operating in
2tck Preamble Mode, The ODT latency must be 1 clock smaller than in 1tck Preamble Mode; DODTLon = WL - 3;
DODTLoff = WL - 3. (WL = CWL+AL+PL)

ODT Latency and Posted ODT

In Synchronous ODT Mode, the Additive Latency (AL) and the Parity Latency (PL) programmed into the Mode

Register MR1 applies to ODT Latencies as shown below:

Table 63. ODT Latency

Symbol Parameter 1 tck Preamble 2 tck Preamble Unit
DODTLon | Direct ODT turn on Latency CWL+AL+PL-2 CWL+AL+PL-3 tex
DODTLoff | Direct ODT turn off Latency CWL+AL+PL-2 CWL + AL+PL-3 tex
RODTLoff | Read command to internal ODT turn off Latency CL+AL+PL-2 CL+AL+PL-3 tex
RODTLon4 | Read command to Rrr_parkturn on Latency in BC4 RODTLoff + 4 RODTLoff + 5 tex
RODTLon8 | Read command to Rt park turn on Latency in BC8/BL8 RODTLoff + 6 RODTLoff + 7 tek
ODTH4 | ODT Assertion time, BC4 mode 4 5 tex
ODTHS8 ODT Assertion time, BL8 mode 6 7 tek
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Timing P
In synchronous ODT mode, the following parameters apply:
« DODTLon, DODTLoff, RODTLoff, RODTLon4, RODTLon8, tapbc (MiN) (MAX).

o tapc (muiny and tapc (vax) are minimum and maximum Rrt change timing skew between different termination values.
These timing parameters apply to both the synchronous ODT mode and the data termination disable mode.

When ODT is asserted, it must remain high until minimum ODTH4 (BL = 4) or ODTH8 (BL = 8) is satisfied.
Additionally, depending on CRC or 2tck preamble setting in MRS, ODTH should be adjusted.

Figure 172. Synchronous ODT Timing Example for CWL=9, AL=0, PL=0; DODTLon=WL-2=7;
DODTLoff=WL-2=7
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Figure 173. Synchronous ODT example with BL=4, CWL=9, AL=10, PL=0; DODTLon/off=WL-
2=17, ODTcnw=WL-2=17
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ODT must be held high for at least ODTH4 after assertion (T1). ODTHis measured from ODT first registered high to
ODT first registered low, or from registration of Write command. Note that ODTH4 should be adjusted depending on
CRC or 2tCK preamble setting.
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ODT During Reads
Because the DDR4 DRAM cannot terminate with Rt and drive with Ron at the same time; Rt may nominally not be
enabled until the end of the postamble as shown in the example below. At cycle T25, the device turns on the

termination when it stops driving, which is determined by tuz. If the DRAM stops driving early (that is, thz is early), then

taoc (viv) timing may apply. If the DRAM stops driving late (that is, tnz is late), then the DRAM complies with tabc (max)
timing.

Figure 174. Example: CL=11, PL=0; AL=CL-1=10; RL=AL+PL+CL=21; CWL=9;
DODTLon=AL+CWL-2=17; DODTLoff=AL+CWL-2=17; 1tCK preamble)
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Figure 175. Example: CL=11, PL=0; AL=CL-1=10; RL=AL+PL+CL=21; CWL=9;
DODTLon=AL+CWL-2=17; DODTLoff=zAL+CWL-2=17; 2tCK preamble)
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Dynamic ODT

In certain application cases and to further enhance signal integrity on the data bus, it is desirable that the termination
strength of the device can be changed without issuing an MRS command. This requirement is supported by the
dynamic ODT feature, described below.

Functional Descripti

The dynamic ODT mode is enabled if bit A9 or A10 of MR2 is set to 1.

« Three Rrr values are available: Rrt_nom, Rt1_wr, and R11_paARk.
- The value for Rtr_nowm is preselected via bits MR1 A[10:8].
- The value for Rrr_wr is preselected via bits MR2 A[11:9].
- The value for Rtr_prark is preselected via bits MR5 A[8:6].

« During operation without write commands, the termination is controlled as follows:
- Nominal termination strength Rtt_nom or R17_prark is selected.

- Rr7_nom on/off timing is controlled via ODT pin and latencies DODTLon and DODTLoff; and Rtr_rark is on when
ODT is LOW.

o When a write command (WR, WRA, WRS4, WRS8, WRAS4, WRASS) is registered, and if Dynamic ODT is
enabled, the termination is controlled as follows:

- Latency ODTLcnw after the write command, termination strength Rtr_wr is selected.

- Latency ODTLcwn8 (for BL8, fixed by MRS or selected OTF) or ODTLcwn4 (for BC4, fixed by MRS or selected
OTF) after the write command, termination strength Rtt_wr is deselected.

- One or two clocks will be added into or subtracted from ODTLcwn8 and ODTLcwn4, depending on write CRC
Mode and/or 2 tck preamble enablement. The following table shows latencies and timing parameters which are
relevant for the on-die termination control in dynamic ODT mode.

The dynamic ODT feature is not supported in DLL-off mode. MRS command must be used to set Rrr_wr, MR2 A[11:9]
= 000, to disable dynamic ODT externally.

Table 64. Latencies and timing parameters relevant for Dynamic ODT with 1tck preamble
mode and CRC disabled

Defined from

Definition for all

Abbr. DDR4 speed bins

Name and Description Define to Unit

Rt _park/Rrr nomto R wr

ODT Latency for changing from

ODTLcnw

Registering external
write command

Change Ryt strength from
RTTﬁPARK/ R'I'ILNOM to RTTﬁWR

ODTLcnw =WL -2

tex

ODT Latency for change from Registering external [Change Rrr strengthfrom ODTLcwn4 =

Rrr wrto Rrr_parc/Rrr_nom (BL = 4) ODTLcwn4 write command Rrr wr t0 Rrr_park/Rrr_nowm 4 + ODTLenw fox

ODT Latency for change from Registering external |Change Ryt strength from ODTLcwn8 =

Rrr_wrto Rrr_park/Rrr_nom (BL = 8) ODTLcwng write command Rrr wrto Rrr_park/Brr_nom 6 + ODTLcnw tox
ODTLcnw . tanc(min) = 0.3

RTT change skew toc | ODTLown Rrr Valid taboman = 0.7 tek

Table 65. Latencies and timing parameters relevant for Dynamic ODT with 1tck and 2tck

preamble mode and CRC enabled/disabled

1tck Preamble 2tck Preamble .
Symbol CRC off CRC on CRC off CRC on Unit
ODTLcnw WL-2 WL -2 WL-3 WL-3 tex
ODTLcwn4 ODTLcnw +4 ODTLcnw +7 ODTLcnw +5 ODTLcnw +8 tex
ODTLcwn8 ODTLcnw +6 ODTLcnw +7 ODTLcnw +7 ODTLcnw +8 tex
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ODT Timing Di

The following pages provide example timing diagrams.

Figure 176. ODT timing (Dynamic ODT, 1tCK preamble, CL=14, CWL=11, BL=8, AL=0, CRC

Disabled)
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Figure 177. Dynamic ODT overlapped with Rtt_NOM (CL=14, CWL=11, BL=8, AL=0, CRC
Disabled)
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Asynchronous ODT Mode
Asynchronous ODT mode is selected when DLL is disabled by MR1 bit AO="0’b.

In asynchronous ODT timing mode, internal ODT command is not delayed by either the Additive latency (AL) or
relative to the external ODT signal (Rtt nom). In asynchronous ODT mode, the following timing parameters apply
tAONAS,min, maxs tAOFAS,min,max-

Minimum Rrt_nowm turn-on time (taonasmin) is the point in time when the device termination circuit leaves Rtr_park and
ODT resistance begins to change. Maximum Rrt_nom turn on time (taonasmax) is the point in time when the ODT
resistance is reached Rtr_nowm.

taonasmin and taonasmax are measured from ODT being sampled high.
Minimum Rrt_nom turn-off time (taorasmin) is the point in time when the devices termination circuit starts to leave
Rt nowm-

Maximum Rrt_nowm turn-off time (taorasmax) is the point in time when the on-die termination has reached Rtt_park.
taorasmin and taorasmax are measured from ODT being sampled low.

Figure 178. Asynchronous ODT Timing on DDR4 SDRAM with DLL-off
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ODT buffer disabled mode for Power down

DRAM does not provide Rrr_nom termination during power down when ODT input buffer deactivation mode is enabled
in MR5 bit A5. To account for DRAM internal delay on CKE line to disable the ODT buffer and block the sampled
output, the host controller must continuously drive ODT to either low or high when entering power down (from
tDODToff+1 prior to CKE low till tceoep after CKE low). The ODT signal may be floating after tceoeomin has expired. In
this mode, Rrr_nom termination corresponding to sampled ODT at the input after CKE is first registered low (and tanep
before that) may be either Rtt_nom or Rtr_ragrk. taneo is equal to (WL-1) and is counted backwards from PDE.

Figure 179. ODT timing for power down entry with ODT buffer disable mode
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When exit from power down, along with CKE being registered high, ODT input signal must be re-driven and
maintained low until txe is met.

Figure 180. ODT timing for power down exit with ODT buffer disable mode
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ODT Timing Definitions
Test Load for ODT Timi

Different than for timing measurements, the reference load for ODT timings is defined below

Figure 181. ODT Timing Reference Load

vDDQ
DQ, DM#
DQs, DOS#
CK, CK# —i DUT
Rterm=50ohm
l VTT = VSSQ
VS50

Timing Reference Point

ODT Timing Definiti

Definitions for tapc, taonas and taoras are provided in the table and measurement reference settings are provided in the
subsequent. The tapoc for the Dynamic ODT case and Read Disable ODT cases are represented by taoc of Direct ODT
Control case.

Table 66. ODT Timing Definitions

Symbol Begin Point Definition End Point Definition
Rising edge of CK,CK# defined by the end point of DODTLoff Extrapolated point at Vrrr_nom
faoc Rising edge of CK,CK# defined by the end point of DODTLon Extrapolated point at Vssa
Rising edge of CK,CK# defined by the end point of ODTLcnw Extrapolated point at Varr nom
Rising edge of CK,CK# defined by the end point of ODTLcwn4 or ODTLcwn8 Extrapolated point at Vssa
taonas  |Rising edge of CK,CK# with ODT being first registered high Extrapolated point at Vssa
taoras  [Rising edge of CK,CK# with ODT being first registered low Extrapolated point at Varr_nowm

Table 67. Reference Settings for ODT Timing Measurements

Measured Parameter Rrr_par Rr1_nom Rrr_wr Vswi Vsw2 Note
tane Disable RzQ/7 - 0.20V 0.40V 1,2
- RzQ/7 Hi-Z 0.20V 0.40V 1,3
taonas Disable RzQ/7 - 0.20V 0.40V 1,2
taoras Disable RzQ/7 - 0.20V 0.40V 1,2

Note 1. MR setting is as follows.
- MR1 A10=1, A9=1, A8=1 (Rt nom_Setting)
- MR5 A8=0, A7=0, A6=0 (RTT_pARK Setting)
- MR2 A11=0, A10=1, A9=1 (Rt wr Setting)
Note 2. ODT state change is controlled by ODT pin.
Note 3. ODT state change is controlled by Write Command.
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Figure 182. Definition of tADC at Direct ODT Control
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Figure 183. Definition of tADC at Dynamic ODT Control
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Figure 184. Definition of tAOFAS and tAONAS
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Table 68. Absolute Maximum DC Ratings

Symbol Parameter Values Unit | Note
Vpp Voltage on Vpp pin relative to Vss -0.3~1.5 \" 1,3
Vbba Voltage on Vppq pin relative to Vss -0.3~1.5 Vv 1,3
Vep Voltage on Vpp pin relative to Vss -0.3~3.0 \Y 4

VN, Voutr | Voltage on any pin except Vrerca relative to Vss -0.3~1.5 \Y 1,35
Tsta Storage Temperature -55 ~100 °C 1,2

Note 1. Stresses greater than those listed under “Absolute Maximum Ratings” may cause permanent damage to the device. This is a stress rating
only and functional operation of the device at these or any other conditions above those indicated in the operational sections of this
specification is not implied. Exposure to absolute maximum rating conditions for extended periods may affect reliability.

Note 2. Storage Temperature is the case surface temperature on the center/top side of the DRAM. For the measurement conditions, please refer to
JESD51-2 standard.

Note 3. VDD and VDDQ must be within 300 mV of each other at all times; and VREFCA must be not greater than 0.6 x VDDQ, When VDD and
VDDQ are less than 500 mV; VREFCA may be equal to or less than 300 mV.

Note 4. VPP must be equal or greater than VDD/VDDQ at all times.

Note 5. Refer to overshoot area above 1.5V

Table 69. Temperature Range

Symbol Parameter Values Unit | Note
0~ 95 (ET)
Toper Operating Temperature Range -40 ~ 95 (IT) °C | 1,2
-40 ~105 (AT)

Note 1. Operating temperature is the case surface temperature on center/top of the DRAM.
Note 2. Some applications require operation of the DRAM in the Extended Temperature Range between 85°C and 95°C case temperature. Full
specifications are guaranteed in this range, but the following additional apply.
a. Refresh commands must be doubled in frequency, therefore, reducing the Refresh interval tREFI to 3.9us. It is also possible to specify a
component with 1x refresh (tREFI to 7.8us) in the Extended Temperature Range.

Table 70. Recommended DC Operating Conditions

Symbol Parameter Min. Typ. Max. Unit | Note
Vob Supply Voltage 1.14 1.2 1.26 vV 1,23
Voba Supply Voltage for Output 1.14 1.2 1.26 vV (1,23
Vep DRAM Activating Power Supply 2.375 2.5 2.75 \' 3

Note 1. Under all conditions VDDQ must be less than or equal to VDD.
Note 2. VDDQ tracks with VDD. AC parameters are measured with VDD and VDDQ tied together.
Note 3. DC bandwidth is limited to 20MHz.
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AC and DC Input Measurement Levels

Table 71. Single-Ended AC and DC Input Levels for Command and Address

DDR4-2666/3200 .

Symbol Parameter - Unit | Note
Min. Max.

ViH.cA@DGsS) DC input logic high Vrerca + 0.065 Voo v

ViL.capces) DC input logic low Vss Vrerca- 0.065 \Y%
ViH.cA(AC90) AC input logic high Vger + 0.09 - \Y, 1,2
ViLcaaceo) AC input logic low - Vrer- 0.09 v 1,2
VREeFcA(DO) Reference Voltage for ADD, CMD inputs 0.49 x Vpp 0.51 x Vpp \Y, 2,3

Note 1. See “Overshoot and Undershoot Specifications”

Note 2. The AC peak noise on Vrerca may not allow Vrerca to deviate from Veercapc) by more than + 1% Voo (for reference: approx.
+12mV)

Note 3. For reference: approx. VDD/2 + 12 mV

AC and DC Input Measurement Levels: VREF Tolerances
The dc-tolerance limits and ac-noise limits for the reference voltages VREFCA is illustrated in the following
figure. It shows a valid reference voltage VREF(t) as a function of time. (VREF stands for VREFCA).

VREF(DC) is the linear average of VREF(t) over a very long period of time (e.g., 1 sec). This average has
to meet the min/max requirements in previous page. Furthermore VREF(t) may temporarily deviate from
VREF(DC) by no more than +1% VDD.

The voltage levels for setup and hold time measurements VIH(AC), VIH(DC), VIL(AC), and VIL(DC) are
dependent on VREF.

“VREF ” shall be understood as VREF(DC).

This clarifies that dc-variations of VREF affect the absolute voltage a signal has to reach to achieve a valid
high or low level and therefore the time to which setup and hold is measured. System timing and voltage
budgets need to account for VREF(DC) deviations from the optimum position within the data-eye of the
input signals.

This also clarifies that the DRAM setup/hold specification and derating values need to include time and

voltage associated with VREF ac-noise. Timing and voltage effects due to ac-noise on VREF up to the
specified limit (£1% of VDD) are included in DRAM timings and their associated deratings
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Figure 185. lllustration of VREF(DC) tolerance and VREF AC-noise limits
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Differential signal definition
Figure 186. Definition of differential ac-swing and “time above ac-level” tDVAC
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MOTE 1. Differential signal rizing edge from VIL.DIFF . MAX to VIH.DIFF_MIN must be monotonic slope.
HOTE 2. Differential signal falling edge from VIH DIFF_MIN to VIL.DIFF MAX must be monotonic slepe.
Differential swing requirements for clock (CK — CK#)
Table 72. Differential AC and DC Input Levels
DDR4-2666 DDR4-3200 .
Symbol Parameter Min. Max. Min. Max. Unit | Note
Vinait | Differential input high 135 - 110 - mv | 1,3
Vigir | Differential input low - -135 - -110 mV | 1,3
Vinaiiac) | Differential input high ac |2 X (Vinac) - Vrer) - 2 x (Vinac) - VRer) - vV | 23
ViLdirac) | Differential input low ac - 2 x (Viac) - VRer) - 2x(Viacy-Vrer)| V| 2,3

Note 1. Used to define a differential signal slew-rate.
Note 2. For CK — CK# use VIH.CA/VIL.CA(AC) of ADD/CMD and VREFCA;

Note 3. These values are not defined; however, the differential signals CK — CK#, need to be within the respective limits (Vin.capc) max, ViL.capcymin) for
single-ended signals as well as the limitations for overshoot and undershoot.
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Table 73. Allowed time before ringback (tDVAC) for CK — CK#

Slew Rate @ |VIH/IE|cDiifo(A£C[)FTS=] 200 mV @ |VIH/I}3¥(/>4%5?S=] TBD mV
[V/ns] Min. Max. Min. Max.
>4.0 120 - TBD
40 115 - TBD
3.0 110 : TBD
20 105 : TBD
18 100 - TBD
16 95 - TBD
14 90 - TBD
12 85 - TBD
1.0 80 - TBD
<1.0 80 - TBD

Single-ended requirements for differential signals
Each individual component of a differential signal (CK, CK#) has also to comply with certain requirements
for single-ended signals.

CK and CK# have to approximately reach VSEHmin / VSELmax (approximately equal to the ac-levels
(VIH.CA(AC) / VIL.CA(AC)) for ADD/CMD signals) in every half-cycle.

Note that the applicable ac-levels for ADD/CMD might be different per speed-bin etc. E.g., if Different value
than VIH.CA(AC100)/VIL.CA(AC100) is used for ADD/CMD signals, then these ac-levels apply also for the
single- ended signals CK and CK#.

Figure 187. Definition of differential ac-swing and “time above ac-level” tDVAC
N DO O VBl = o it ot i i et st St i o s i e

Vsgs Of Vsso

Note that, while ADD/CMD signal requirements are with respect to VREFCA, the single-ended components
of differential signals have a requirement with respect to VDD/2; this is nominally the same. The transition
of single-ended signals through the ac-levels is used to measure setup time. For single-ended components
of differential signals the requirement to reach VSELmax, VSEHmIn has no bearing on timing, but adds a
restriction on the common mode characteristics of these signals.
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8Gb (x16) DDR4 Synchronous DRAM

Table 74. Single-ended levels for CK, CK#
Symbol Parameter DDR4-2666 _DDR4'3200 Unit | Note
Min. Max. Min. Max.
. . (Voo/2) + (VDD/2) +
Vsen Single-ended high-level for CK, CK# 0.095 - 0.085 - \Y 1-3
. (Voo/2) - (Voo/2) -
VseL Single-ended low-level for CK, CKi# - 0.095 - 0.085 v 1-3

Note 1. For CK — CK# use VIH.CA/VIL.CA(AC) of ADD/CMD

Note 2. VIH.CA/VIL.CA(AC) for ADD/CMD is based on VREFCA

Note 3. These values are not defined; however, the differential signals CK — CK#, need to be within the respective limits (Vin.capc) maxs ViLcapcymin) fOr
single-ended signals as well as the limitations for overshoot and undershoot.
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Address, Command and Control Overshoot and Undershoot specifications

Table 75. AC overshoot/undershoot for Address, Command and Control pins

Symbol Parameter DDR4-2666/3200 Unit | Note

Vaosp Maximum peak amplitude above Vaos 0.06 Vv

Vaos Upper boundary of overshoot area Aaost Voo + 0.24 Vv 1
Vaus Maximum peak amplitude allowed for undershoot 0.30 \

Anos2 Maximum overshoot area per 1 tck above Vaos 0.0055 V-ns

Anost Maximum overshoot area per 1 tck between Vpp and Vaos 0.1699 V-ns

Aaus Maximum undershoot area per 1 tck below Vsg 0.1762 V-ns

(AO0-A13, BG0, BAO-BA1, ACT#, RAS#/A16, CAS#/A15, WE#/A14, CS#, CKE, ODT)

Note 1. The value of Vaos matches Vpp absolute max as defined in “Absolute Maximum DC Ratings”. Absolute Maximum DC
Ratings if Vpp equals Vpp max as defined in "Recommended DC Operating Conditions”. If Vpp is above the
recommended operating conditions, Vaos remains at Vpp absolute max as defined in “Absolute Maximum DC Ratings”

Figure 188. Address, Command and Control Overshoot and Undershoot Definition
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Clock Overshoot and Undershoot Specifications

Table 76. AC overshoot/undershoot specification for Clock

Symbol Parameter DDR4-2666/3200 Unit | Note

Vecosp Maximum peak amplitude above Vgos 0.06 \"

Veos Upper boundary of overshoot area Apost Voo + 0.24 \Y, 1
Veus Maximum peak amplitude allowed for undershoot 0.30 Vv

Acosz2 Maximum overshoot area per 1 Ul above Vgos 0.0025 V-ns

Acost Maximum overshoot area per 1 Ul between Vpp and Vpos 0.0750 V-ns

Acus Maximum undershoot area per 1 Ul below Vsg 0.0762 V-ns

(CK, CK#)

Note 1. The value of Vcos matches Vpp absolute max as defined in “Absolute Maximum DC Ratings”. Absolute Maximum DC
Ratings if Vpp equals Vpp max as defined in "Recommended DC Operating Conditions”. If Vpp is above the
recommended operating conditions, Vcos remains at Vpp absolute max as defined in “Absolute Maximum DC Ratings”

Figure 189. Clock Overshoot and Undershoot Definition
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Data, Strobe and Mask Overshoot and Undershoot Specifications

Table 77. AC overshoot/undershoot specification for Clock

Symbol Parameter DDR4- Unit | Note
2666/3200

Vposp Maximum peak amplitude above Vpos 0.16 \

Vpos Upper boundary of overshoot area Apos1 Vppa + 0.24 Y, 1
Vbus Lower boundary of undershoot area Apus1 0.30 vV 2
Vbusp Maximum peak amplitude below Vpys 0.10 \

Abposz Maximum overshoot area per 1 Ul above Vpos 0.0100 V-ns

Apos1 Maximum overshoot area per 1 Ul between Vppg and Vpos 0.0700 V-ns

Acust Maximum undershoot area per 1 Ul between Vssqand Vpust 0.0700 V-ns

Acus2 Maximum undershoot area per 1 Ul below Vpus 0.0100 V-ns

Note 1. The value of Vpos matches (Vin, Vout) max as defined in “Absolute Maximum DC Ratings”. Absolute
Maximum DC Ratings if Vopq equals Vppg max as defined in "Recommended DC Operating Conditions”.
If Vbpa is above the recommended operating conditions, Vpos remains at (Vin, Vout) max as defined in
“Absolute Maximum DC Ratings”

Note 2. The value of Vpys matches (Vin, Vout) min as defined in “Absolute Maximum DC Ratings”.

Figure 190. Data, Strobe and Mask Overshoot and Undershoot Definition
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Table 78. Capacitance

Symbol Parameter DDRA4-2666 DDR4-3200 Unit | Note
Min. Max. Min. Max.
Co Input/output capacitance 0.55 1.15 0.55 1 pF | 1,23
Coio Input/output capacitance delta -0.1 0.1 -0.1 0.1 pF [1,2,3,11
Copas Input/output capacitance delta DQS and DQS# - 0.05 - 0.05 pF | 1,235
Cox Input capacitance, CK and CK# 0.2 0.7 0.2 0.7 pF 1,3
Cock Input capacitance delta CK and CK# - 0.05 - 0.05 pF 1,3,4
G Input capacitance(CTRL, ADD, CMD pins only) 0.2 0.7 0.2 0.55 pF 1,3,6
Coi_ctrL Input capacitance delta (All CTRL pins only) -0.1 0.1 -0.1 0.1 pF | 1,3,7,8
Coi_apb_cmp Input capacitance delta (All ADD/CMD pins only) -0.1 0.1 -0.1 0.1 pF [1,2,9,10
Cacerr Input/output capacitance of ALERT 0.5 1.5 0.5 1.5 pF 1,3
Cza Input/output capacitance of ZQ - 2.3 - 23 pF | 1,3,12
Cren Input capacitance of TEN 0.2 23 0.2 23 pF | 1,3,13

Note 1. This parameter is not subject to production test. It is verified by design and characterization. The silicon only capacitance is validated by
deembedding the package L and C parasitic. The capacitance is measured with Vop, Vboa, Vss, Vssa applied with all other signal pins
floating. Measurement procedure TBD.Used to define a differential signal slew-rate.

Note 2. DQ, DM#, DQS, DQS#. Although the DM pins have different functions, the loading matches DQ and DQS.

Note 3. This parameter applies to monolithic devices only; stacked/dual-die devices are not covered here.

Note 4. Absolute value CK-CK#.

Note 5. Absolute value of Cio(DQS) - Cio(DQSH#).

Note 6. C,applies to ODT, CS#, CKE, A0-A16, BAO-BA1, BGO, RAS#/A16, CAS#/A15, WE#/A14, ACT# and PAR.

Note 7. Cpi_ctrL applies to ODT, CS# and CKE.

Note 8. Cp|_ctrL = Ci((CTRL) - 0.5 x ( Ci(CLK) + C|(CLK#)).

Note 9. Cp|_app_cmp applies to, A0-A16, BAO-BA1, BGO, RAS#/A16, CAS#/A15, WE#/A14, ACT# and PAR.

Note 10. Cpi_apbp_cmp = Ci(ADD_CMD) - 0.5 x ( Ci(CLK) + Ci(CLK#)).

Note 11. Cpio = Cio(DQ,DM) - 0.5 x (Cio(DQS) + Cio(DQSH#)).

Note 12. Maximum external load capacitance on ZQ pin: TBD pF.

Note 13. TEN pin may be DRAM internally pulled low through a weak pull-down resistor to VSS. In this case CTEN might not be valid and system

shall verify TEN signal with vendor specific information.
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Table 79. DRAM package electrical specifications

DDR4-2666/3200
Symbol Parameter " Unit Note
Min. Max.
Zo lInput/output Zpkg 45 85 Q 1,2,4,5,10
Tao Input/output Pkg Delay 14 45 ps | 1,3,45,10
Lo Input/Output Lpkg - 34 nH 10,11
Cio Input/Output Cpkg - 0.82 pF 10,12
Ziopas DQS, DQS# Zpkg 45 85 Q 1,2,5,10
Tai0pas DQS, DQS# Pkg Delay 14 45 ps 1,3,5,10
Lio pas DQS Lpkg - 3.4 nH 10,11
Cio pas DQS Cpkg - 0.82 pF 10,12
Delta Zpkg UDQS, UDQS# - 10 Q 1,2,5,7
DZpio pas
Delta Zpkg LDQS, LDQS# - 10 Q 1,3,5,7
Delta Delay UDQS, UDQS# - 5 ps 1,2,5,9,10
DTcIDIO DQs
Delta Delay LDQS, LDQS# - 5 ps 1,3,5,9,10
ZcTR Input CTRL pins Zpkg 50 90 Q 10,11
Tai_cta Input CTRL pins Pkg Delay 14 42 ps 10,12
LictRL Input CTRL Lpkg - 34 nH 1,2,5,8,10
Cicra Input CTRL Cpkg - 0.7 pF 1,3,5,8,10
ZippD cMD Input- CMD ADD pins Zpkg 50 90 Q 10,11
Taiabp_cmp Input- CMD ADD pins Pkg Delay 14 52 ps 10,12
Li aop cvp Input CMD ADD Lpkg - 3.9 nH 1,2,5,10
Gi apb omp Input CMD ADD Cpkg - 0.86 pF 1,3,5,10
Zex CLK# Zpkg 50 90 Q 10,11
Tdck CLK# Pkg Delay 14 42 ps 10,12
Lick Input CLK Lpkg - 34 nH 1,2,5,6
Gicwk Input CLK Cpkg - 0.7 pF 1,3,5,6
DZpck Delta Zpkg CLK# - 10 Q 1,2,5,10
Drack Delta Delay CLK# - 5 ps 1,3,5,10
Zoza ZQ Zpkg - 100 Q 1,2,5,10
Tdoza ZQ Delay 20 90 ps 1,3,5,10
Zo aLerT ALERT Zpkg 40 100 Q 1,2,4,5,10
Tdo aert ALERT Delay 20 55 ps 1,3,4,5,10

Note 1. This parameter is not subject to production test. It is verified by design and characterization. The package parasitic (L and C) are validated
using package only samples. The capacitance is measured with Vpp, Vppa, Vss, Vssa shorted with all other signal pins floating. The
inductance is measured with Vipp, Vopa, Vss, Vssashorted and all other signal pins shorted at the die side (not pin). Measurement procedure
TBD.

Note 2. Package only impedance (Zpkg) is calculated based on the Lpkg and Cpkg total for a given pin where:

Zpkg (total per pin) = SQRT (Lpkg/Cpkg).
Note 3. Package only delay(Tpkg) is calculated based on Lpkg and Cpkg total for a given pin where:
Tdpkg (total per pin) = SQRT (Lpkg x Cpkg).

Note 4. Z,o and Tqi0 applies to DQ, DM.

Note 5. This parameter applies to monolithic devices only.

Note 6. Absolute value of Zck-Zcks for impedance(Z) or absolute value of Tdck-Tdcks for delay(Td).

Note 7. Absolute value of Zio(DQS)-Zio(DQSH#) for impedance(Z) or absolute value of Tao(DQS)-Taio(DQSH#) for delay(Td).

Note 8. ZIADD CMD& leADDﬁCMD applies to AO-A13, ACT#, BAO-BA1, BGO, RAS#/A1 6, CASH#/A1 5, WE#/A14 and PAR.

Note 9. ZICTRL& TdLCTRL applies to ODT, CS# and CKE.

Note 10. Package implementations shall meet spec if the Zpkg and Pkg Delay fall within the ranges shown, and the maximum Lpkg and Cpkg do
not exceed the maximum value shown.

Note 11. It is assumed that Lpkg can be approximated as Lpkg = Zo x Td.

Note 12. It is assumed that Cpkg can be approximated as Cpkg = Td/Zo.
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oo and looa Specification Parameters and Test conditions

In this chapter, lop, Ipp and Ibba measurement conditions such as test load and patterns are defined and setup and
test load for Iop, Ipp and Ioba measurements are also described here.

lop currents (such as lppo, lppoa, lop1s Ibp1a, looen, lopznas lbpent, lopant, Ibozes Ibp2a, lbpan, lopana, Ioose, lbosr, lbpara,
Iobaw; Ippawa, lbpses Ipopsr2s Ippsras Ibbens Ipbse, Ibber, Ibpsa, Ipp7 @nd Ippg) are measured as time- averaged currents
with all Voo balls of the DDR4 SDRAM under test tied together. Any Iep or Iopa current is not included in Iop
currents.

Irp currents have the same definition as lop except that the current on the Vep supply is measured.

Iopa currents (such as Ibbaznt and Ibbasr) are measured as time-averaged currents with all Vopa balls of the DDR4
SDRAM under test tied together. Any lpp current is not included in Ippa currents.

Attention: lopa values cannot be directly used to calculate 10 power of the DDR4 SDRAM. They can be used to
support correlation of simulated 10 power to actual IO power. In DRAM module application, Iopa cannot be
measured separately since Voo and Voba are using one merged-power layer in Module PCB.

For Ibp, Irp and Inpa measurements, the following definitions apply:
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“0” and “LOW” is defined as Vin ~ ViLac(max).

“1” and “HIGH” is defined as Vin ~ ViHAc(min).

“MID-LEVEL” is defined as inputs are Vrer = Voo / 2.

Timings used for Ibp, Ipe and Iooa Measurement-Loop Patterns are described Timings used for Ipp, Irp and loba
Measurement-Loop Patterns.

Basic Iop, Irr and Iopa Measurement Conditions are described in: Basic lop, I and Ioba Measurement Conditions.
Detailed Iop, lpr and Iopa are described in table: Iopo, Ibboa and lero Measurement-Loop Pattern through lop?
Measurement-Loop Pattern.

Ioo Measurements are done after properly initializing the DDR4 SDRAM. This includes but is not limited to setting:
- Ron = RZQ/7 (34 Ohm in MR1);

- Rrr_nom = RZQ/6 (40 Ohm in MR1);

- Rmr_wr = RZQ/2 (120 Ohm in MR2);

- Rrr park = Disable;

- Qoff = 0B (Output Buffer enabled) in MR1

- CRC disabled in MR2;

- CA parity feature disabled in MR5;

- Gear down mode disabled in MRS3;

- Read/Write DBI disabled in MR5;

- DM disabled in MR5

Attention: The Ipp, Irp and Iopa Measurement-Loop Patterns need to be executed at least one time before actual lop
or Ibpba measurement is started.

Define D = {CS#, ACT#, RAS#, CAS#, WE#}:= {HIGH, LOW, LOW, LOW, LOW}; apply BG/BA changes when
directed.

Define D# = {CS#, ACT#, RAS#, CAS#, WE#}:= {HIGH, HIGH, HIGH, HIGH, HIGH}; apply invert of BG/BA
changes when directed above.



8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 191. Measurement Setup and Test Load for IDD, IPP and IDDQ Measurements
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Note 1: DIMM level Output test load condition may be different from above.

Figure 192. Correlation from simulated Channel 10 Power to actual Channel 10 Power
supported by IDDQ Measurement
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8Gb (x16) DDR4 Synchronous DRAM

512Mx16 — NDQ86P

Symbol DDR4-2666 DDR4-3200 Unit
tCK 0.75 0.625 ns

CL 19 22 nCK

CWL 18 20 nCK

nRCD 19 22 nCK

nRC 62 74 nCK

nRAS 43 52 nCK

nRP 19 22 nCK

x4 16 16 nCK

nFAW x8 28 34 nCK

x16 40 48 nCK

x4 4 4 nCK

nRRDS x8 4 4 nCK

x16 8 9 nCK

x4 7 8 nCK

nRRDL x8 7 8 nCK

x16 9 11 nCK

tCCD_S 4 4 nCK

tCCD_L 7 8 nCK

tWTR_S 4 4 nCK

tWTR_L 10 12 nCK

nRFC 8Gb 467 560 nCK

176
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Table 80. Timings used for IDD, IPP and IDDQ Measurement
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Table 81. Basic IDD, IPP and IDDQ Measurement Conditions

Symbol Description

Operating One Bank Active-Precharge Current (AL=0)

CKE: High; External clock: On; tCK, nRC, nRAS, CL: see IDD timing table; BL: 8'; AL: 0; CS#: High between ACT
IDDO and PRE; Command, Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop
table; Data |0: VDDQ; DM#: stable at 1; Bank Activity: Cycling with one bank active at a time: 0,0,1,1,2,2,... (see
IDD Loop table); Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable at 0; Pattern Details: see
IDD Loop table

Operating One Bank Active-Precharge Current (AL=CL-1)

IDDOA AL = CL-1, Other conditions: see IDDO

Operating One Bank Active-Precharge IPP Current

IPPO Same condition with IDDO

Operating One Bank Active-Read-Precharge Current (AL=0)

CKE: High; External clock: On; tCK, nRC, nRAS, nRCD, CL: see IDD timing table; BL: 8'; AL: 0; CS#: High

IDD1 between ACT, RD and PRE; Command, Address, Bank Group Address, Bank Address Inputs, Data 10: partially
toggling according to IDD Loop table; DM#: stable at 1; Bank Activity: Cycling with one bank active at a time:
0,0,1,1,2,2,... (see IDD Loop table); Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable at 0;
Pattern Details: see IDD Loop table

Operating One Bank Active-Read-Precharge Current (AL=CL-1)

IDD1A AL = CL-1, Other conditions: see IDD1

Operating One Bank Active-Read-Precharge IPP Current

IPP1 Same condition with IDD1

Precharge Standby Current (AL=0)

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,
IDD2N Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data 10: VDDQ; DM#:
stable at 1; Bank Activity: all banks closed; Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable
at 0; Pattern Details: see IDD Loop table

Precharge Standby Current (AL=CL-1)

IDD2NA AL = CL-1, Other conditions: see IDD2N

Precharge Standby IPP Current

IPP2N Same condition with IDD2N

Precharge Standby ODT Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,
IDD2NT Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data 10: VSSQ; DM#:
stable at 1; Bank Activity: all banks closed; Output Buffer and RTT: Enabled in Mode Registers2; ODT Signal:
toggling according to IDD Loop table; Pattern Details: see to IDD Loop table

IDDQ2NT Precharge Standby ODT IDDQ Current

(Optional) Same definition like for IDD2NT, however measuring IDDQ current instead of IDD current

IDD2NL Precharg_e _S_tangby Current with CAL enabled
Same definition like for IDD2N, CAL enabled?®

IDD2NG Precharge Standby Current with Gear Down mode enabled
Same definition like for IDD2N, Gear Down mode enabled®58

IDD2ND Precharge Standby Current with DLL disabled
Same definition like for IDD2N, DLL disabled®

IDD2N_par Precharge Standby Current with CA parity enabled

- Same definition like for IDD2N, CA parity enabled®

Precharge Power-Down Current

IDD2P CKE: Low; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,
Bank Group Address, Bank Address Inputs: stable at 0; Data 10: VDDQ; DM#: stable at 1; Bank Activity: all banks
closed; Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable at 0

IPP2P Precharge Power-Down IPP Current
Same condition with IDD2P
Precharge Quiet Standby Current

IDD2Q CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,

Bank Group Address, Bank Address Inputs: stable at 0; Data I0: VDDQ; DM#: stable at 1;Bank Activity: all banks
closed; Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable at 0

Active Standby Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,
IDD3N Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data 10: VDDQ; DM#:

stable at 1;Bank Activity: all banks open; Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable
at 0; Pattern Details: see IDD Loop table

Active Standby Current (AL=CL-1)

IDD3NA AL = CL-1, Other conditions: see IDD3N
Active Standby IPP Current
IPPSN Same condition with IDD3N
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IDD3P

Active Power-Down Current

CKE: Low; External clock: On; tCK, CL: see IDD timing Table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,
Bank Group Address, Bank Address Inputs: stable at 0; Data 10: VDDQ; DM#: stable at 1; Bank Activity: all banks
open; Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable at 0

IPP3P

Active Power-Down IPP Current
Same condition with IDD3P

IDD4R

Operating Burst Read Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 82; AL: 0; CS#: High between RD; Command,
Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data 10:
seamless read data burst with different data between one burst and the next one according to IDD Loop table;
DM#: stable at 1; Bank Activity: all banks open, RD commands cycling through banks: 0,0,1,1,2,2,... (see IDD Loop
table); Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable at 0; Pattern Details: see IDD Loop
table

IDD4RA

Operating Burst Read Current (AL=CL-1)
AL = CL-1, Other conditions: see IDD4R

IDD4RB

Operating Burst Read Current with Read DBI
Read DBI enabled®, Other conditions: see IDD4R

IPP4R

Operating Burst Read IPP Current
Same condition with IDD4R

IDDQ4R
(Optional)

Operating Burst Read IDDQ Current
Same definition like for IDD4R, however measuring IDDQ current instead of IDD current

IDDQ4RB
(Optional)

Operating Burst Read IDDQ Current with Read DBI
Same definition like for IDD4RB, however measuring IDDQ current instead of IDD current

IDD4W

Operating Burst Write Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: High between WR; Command,
Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data IO:
seamless write data burst with different data between one burst and the next one according to IDD Loop table;
DM#: stable at 1; Bank Activity: all banks open, WR commands cycling through banks: 0,0,1,1,2,2,... (see IDD Loop
table); Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable at HIGH; Pattern Details: see IDD
Loop table

IDD4WA

Operating Burst Write Current (AL=CL-1)
AL = CL-1, Other conditions: see IDD4W

IDD4WB

Operating Burst Write Current with Write DBI
Write DBI enabled®, Other conditions: see IDD4W

IDD4WC

Operating Burst Write Current with Write CRC
Write CRC enabled?®, Other conditions: see IDD4W

IDD4W _p
ar

Operating Burst Write Current with CA Parity
CA Parity enabled?, Other conditions: see IDD4W

IPP4W

Operating Burst Write IPP Current
Same condition with IDD4W

IDD5B

Burst Refresh Current (1X REF)

CKE: High; External clock: On; tCK, CL, nRFC: see IDD timing table; BL: 8'; AL: 0; CS#: High between REF;
Command, Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table;
Data 10: VDDQ; DM#: stable at 1; Bank Activity: REF command every nRFC (see IDD Loop table); Output Buffer
and RTT: Enabled in Mode Registers?; ODT Signal: stable at 0; Pattern Details: see IDD Loop table

IPP5B

Burst Refresh Write IPP Current (1X REF)
Same condition with IDD5B

IDD5F2

Burst Refresh Current (2X REF)
tRFC=tRFC_x2, Other conditions: see IDD5B

IPP5F2

Burst Refresh Write IPP Current (2X REF)
Same condition with IDD5F2

IDD5F4

Burst Refresh Current (4X REF)
tRFC=tRFC_x4, Other conditions: see IDD5B

IPP5F4

Burst Refresh Write IPP Current (4X REF)
Same condition with IDD5F4

IDD6N

Self Refresh Current: Normal Temperature Range

Tease: -40 - 85°C; Low Power Auto Self Refresh (LP ASR) : Normal*; CKE: Low; External clock: Off; CK and CK#:
LOW; CL: see IDD timing table; BL: 8'; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data
10: High; DM#: stable at 1; Bank Activity: Self-Refresh operation; Output Buffer and RTT: Enabled in Mode
Registers?; ODT Signal: MID-LEVEL

IPPEN

Self Refresh IPP Current: Normal Temperature Range
Same condition with IDD6N
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Self-Refresh Current: Extended Temperature Range
Tease: -40 - 95°C; Low Power Auto Self Refresh (LP ASR): Extended*; CKE: Low; External clock: Off; CK and CK#:
IDD6E LOW; CL: see IDD timing table; BL: 8'; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data
10: High; DM#:stable at 1; Bank Activity: Extended Temperature Self-Refresh operation; Output Buffer and RTT:
Enabled in Mode Registers?; ODT Signal: MID-LEVEL
IPPGE Self Refresh IPP Current: Extended Temperature Range
Same condition with IDD6E
Self-Refresh Current: Reduced Temperature Range
Tease: -40 - 45°C; Low Power Auto Self Refresh (LP ASR) : Reduced*; CKE: Low; External clock: Off; CK and CK#:
IDD6R LOW; CL: see IDD timing table; BL: 8'; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data
10: High; DM#:stable at 1; Bank Activity: Extended Temperature Self-Refresh operation; Output Buffer and RTT:
Enabled in Mode Registers?; ODT Signal: MID-LEVEL
IPPGR Self Refresh IPP Current: Reduced Temperature Range
Same condition with IDD6R
Auto Self-Refresh Current
Tease: -40 - 95°C; Low Power Auto Self Refresh (LP ASR) : Auto*; CKE: Low; External clock: Off; CK and CK#:
IDD6A LOW; CL: see IDD timing table; BL: 8'; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data
10: High; DM#: stable at 1; Bank Activity: Auto Self-Refresh operation; Output Buffer and RTT: Enabled in Mode
Registers?;, ODT Signal: MID-LEVEL
IPPBA Auto Self-Refresh IPP Current
Same condition with IDD6A
Operating Bank Interleave Read Current
CKE: High; External clock: On; tCK, nRC, nRAS, nRCD, nRRD, nFAW, CL: see IDD timing table; BL: 8'; AL: CL-1;
CS#: High between ACT and RDA; Command, Address, Bank Group Address, Bank Address Inputs: partially
IDD7 toggling according to IDD Loop table; Data 10: read data bursts with different data between one burst and the next
one according to IDD Loop table; DM#: stable at 1; Bank Activity: two times interleaved cycling through banks (0,
1, ...7) with different addressing, see IDD Loop table; Output Buffer and RTT: Enabled in Mode Registers?; ODT
Signal: stable at 0; Pattern Details: see IDD Loop table
IPP7 Operating Bank Interleave Read IPP Current
Same condition with IDD7
Note 1. Burst Length: BL8 fixed by MRS: set MRO A[1:0] =00.

Note 2.

Note 3.

Note 4.

Note 5.
Note 6.
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Output Buffer Enable:

- set MR1 A12 = 0: Qoff = Output buffer enabled

- set MR1 A [2:1] = 00: Output Driver Impedance Control = RZQ/7

RTT_NOM enable: set MR1 A [108] =011: RTT_NOM =RZQ/6

Rrr wrenable: set MR2 A [10:9] = 01: Rrr wr= RZQ/2

RTTﬁPARK disable: set MR5 A [86] =000

CAL Enabled: set MR4 A [8:6] = 001: 1600 MT/s, 010: 1866MT/s, 2133MT/s, 011: 2400MT/s
Gear Down mode enabled: set MR3 A3 = 1:1/4 Rate

DLL disabled: set MR1 A0 =0

CA parity enabled: set MR5 A [2:0] = 001:1600MT/s, 1866MT/s, 2133MT/s, 010:2400MT/s
Read DBI enabled: set MR5 A12 =1

Write DBI enabled: set: MR5 A11 = 1

Low Power Array Self Refresh (LP ASR)

- set MR2 A [7:6] = 00: Normal

- set MR2 A [7:6] = 01: Reduced Temperature range

- set MR2 A [7:6] = 10: Extended Temperature range

- set MR2 A [7:6] = 11:Auto Self Refresh

Iopang should be measured after sync pulse (NOP) input.

AL is not supported for x16 device.




8Gb (x16) DDR4 Synchronous DRAM

512Mx16 — NDQ86P

Table 82. IDDO, IDDOA and IPP0 Measurement - Loop Pattern!']

gl'((#" CKE f::'; N%";Zr CMD | cs# | ACT# R:f:’ 02135.’#’ VE# | opt BCY " lBao-1| B2 A% | A10 |A9-A7|A6-A3 |A2-A0 | Datal®

0 0 ACT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 1-2 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 -
0 3-4 D#,D# 1 1 1 1 1 0 32 3 0 0 0 7 F 0 -
0 Repeat pattern 1...4 until nNRAS - 1; truncate if necessary
o [noras [preE[ o [ 1 [ o[t J oo ofofJo]Jo]o]ol]o]ol]-
0 Repeat pattern 1...4 until nRC - 1; truncate if necessary
1 1xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=1 instead
2 2xnRC Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
3 3xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=3 instead

o g, 4 4xnRC Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead

% T% 5 5xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=2 instead

= %) 6 6xnRC Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 7xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=0 instead
8 8xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 9xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=1 instead
10 | 10xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 | 11xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=3 instead For x4
12 | 12xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead x8ag?1Iy
13 | 13xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=2 instead
14 | 14xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 | 15xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQSH# are VDDQ.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. DQ signals are Vppq.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Table 83. IDD1, IDD1A and IPP1 Measurement - Loop Pattern!]

CK/ Sub- Cycle RAS#/|CAS#/| WE#/ BGO-1 4| A12/ | A13, . . . 13l
CK# CKE Loop Number CMD | CS# | ACT# A16 | A15 | A14 oDT 21 | BAO-1 BC# | A11 A10 |A9-A7|A6-A3|A2-A0|Datal
0 0 ACT 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1-2 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 3-4 D#,D#| 1 1 1 1 1 0 32 3 0 0 0 7 F 0
0 Repeat pattern 1...4 until NRCD-AL-1; truncate if necessary
D0=00,
Di=FF
D2=FF,
D3=00
0 nRCD-AL RD 0 1 1 0 1 0 0 0 0 0 0 0 0 0 |DaFF,
D5=00
D6=00,
D7=FF
0 Repeat pattern 1...4 until NRAS-1; truncate if necessary
0 ras [PRE] o | 1 J o[ 1 oo o] ofJo]lo]o o ]ol]o]
0 Repeat pattern 1...4 until nRC-1; truncate if necessary
1 1xnRC+0 ACT 0 0 0 1 1 0 1 1 0 0 0 0 0 0
1 1xnRC+1,2 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1xnRC+3,4 |D#D#| 1 1 1 1 1 0 3 3 0 0 0 7 F 0
1 Repeat pattern nRC+1...4 until 1xnRC+nRAS-1; truncate if necessary
DO=FF,
D1=00
RC D2=00,
< 1xn D3=FF
g % 1 +NRCD-AL RD 0 1 1 0 1 0 1 1 0 0 0 0 0 0 Béf‘é%
§ o D6=FF,
8 D7=00
1 Repeat pattern 1...4 until NRAS-1; truncate if necessary
1 [txnrasenras|PRE] o [ 1 o [ 1 [ o o | 1t [ 1t [of[ofo]o]o]o]
Repeat nRC+1...4 until 2xnRC-1; truncate if necessary
2 2xnRC Repeat sub-loop 0, use BG[1:0]=0, use BA[1:0]=2 instead
3 3xnRC Repeat sub-loop 1, use BG[1:0]=1, use BA[1:0]=3 instead
4 4xnRC Repeat sub-loop 0, use BG[1:0]=0, use BA[1:0]=1 instead
5 5xnRC Repeat sub-loop 1, use BG[1:0]=1, use BA[1:0]=2 instead
6 6xnRC Repeat sub-loop 0, use BG[1:0]=0, use BA[1:0]=3 instead
8 7xnRC Repeat sub-loop 1, use BG[1:0]=1, use BA[1:0]=0 instead
9 9xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=0 instead
10 10xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=1 instead
11 11xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=2 instead
12 12xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=3 instead For 34
an
13 13xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=1 instead x8 only
14 14xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=2 instead
15 15xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=3 instead
16 16xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=0 instead

Note 1. DQS, DQS# are used according to RD Commands, otherwise Vppa.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Read Command. Outside burst operation, DQ signals are Vppa.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Table 84. IDD2N, IDD2NA, IDD2NL, IDD2NG, IDD2ND, IDD2N par, IPP2, IDD3N, IDD3NA and
IDD3P Measurement - Loop Patternl']

S| e f::p woyele | cmp | csi | AcT# |RaS#|CASH WIER!| opy BGX1 lBao-1| A12 s | A10 |A9-A7 |A6-A3 |A2-A0 |Datal

0 0 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 2 D#,D#| 1 1 1 1 1 0 3@ 3 0 0 0 7 F 0 0
0 3 D#,D#| 1 1 1 1 1 0 3 3 0 0 0 7 F 0 0
1 4-7 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=1 instead
2 8-11 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
3 12-15 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=3 instead
4 16-19 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead

o _-5, 5 20-23 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=2 instead

g % 6 24-27 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead

= 17} 7 28-31 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=0 instead
8 32-35 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 36-39 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=1 instead
10 40-43 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 44-47 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=3 instead
12 48-51 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead
13 52-55 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=2 instead
14 56-59 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 60-63 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are Vppo.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. DQ signals are Vppa.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Table 85. IDD2NT and IDDQ2NT Measurement - Loop Pattern!']

gz CKE f;’;’l; Nﬁx“’gzr cmD | cs# | ACT# RAAf:/ CAAf;” WEH | opr |BGO-1\Bag-1| gl | A% | A10 A9-A7|A6-A3|A2-A0 |Datal

0 0 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 1 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 2 D#.D#| 1 1 1 1 1 0 312 3 0 0 0 7 F 0 -
0 3 D#D#| 1 1 1 1 1 0 3@ 3 0 0 0 7 F 0 -
1 4-7 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = 1 instead
2 8-11 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 0, BA[1:0] = 2 instead
3 12-15 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = 3 instead
4 16-19 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 0, BA[1:0] = 1 instead

o | & 5 20-23 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = 2 instead

Eé ; 6 24-27 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 0, BA[1:0] = 3 instead

= % 7 28-31 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = 0 instead
8 32-35 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = 0 instead
9 36-39 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = 1 instead
10 40-43 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = 2 instead
1 | 4447 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = 3 instead For x4
12 48-51 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = 1 instead X;gﬂw
13 52-55 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = 2 instead
14 56-59 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = 3 instead
15 60-63 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = 0 instead

Note 1. DQS, DQSH# are VDDQ.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. DQ signals are Vppa.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Table 86. IDD4R, IDDR4RA, IDD4RB and IDDQ4R Measurement - Loop Pattern!']

CK/ Sub- | Cycle RAS#/ | CAS#/| WE#/ BGO-1 4 | A12/ | A13, . . g -
CK# CKE Loop | Number CMD | CS# | ACT# A16 | A15 A14 oDT 121 BAO-1 BC# | A11 A10 |A9-A7|A6-A3|A2-A0| Data
D0=00,
D1=FF
D2=FF,
D3=00
0 0 RD 0 1 1 0 1 0 0 0 0 0 0 0 0 0 D4FF,
D5=00
D6=00,
D7=FF
0 1 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 |-
0 2-3 D#,D#| 1 1 1 1 1 0 3 3 0 0 0 7 F 0 |-
DO=FF,
D1=00
D2=00,
D3=FF
1 4 RD 0 1 1 0 1 0 1 1 0 0 0 7 F 0 D4-00,
D5=FF
D6=FF,
D7=00
1 5 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
ey
2121 6-7 |D#,D#| 1 1 1 1 1 0 3@ 3 0 0 0 7 F 0 -
§ '(% 2 8-11 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
@ 3 12-15 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=3 instead
4 16-19 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead
5 20-23 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=2 instead
6 24-27 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 28-31 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=0 instead
8 32-35 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 36-39 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=1 instead
10 40-43 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 44-47 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=3 instead For ;4
an
12 48-51 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead x8 only
13 52-55 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=2 instead
14 56-59 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 60-63 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are used according to RD Commands, otherwise Vppa.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Read Command.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Table 87. IDD4W, IDD4WA, IDD4WB and IDD4W par Measurement - Loop Pattern!'!

CK/ Sub- | Cycle RAS#/ | CAS#/ | WE#/ BGO-1 4 | A12/ | A13, . . : @
CK# CKE Loop | Number CMD | CS# | ACT# A16 | A15 A4 oDT 121 BAO-1 BC# | A11 A10 |A9-A7|A6-A3|A2-A0| Datal
D0=00,
D1=FF
D2=FF,
0 0 WR 0 1 1 0 0 1 0 0 0 0 0 0 0 0 Bgzg%
D5=00
D6=00,
D7=FF
0 1 D 1 0 0 0 0 1 0 0 0 0 0 0 0 0
0 2-3 D#,D#| 1 1 1 1 1 1 3 3 0 0 0 7 F 0 -
DO=FF,
D1=00
D2=00,
1 4 Jwrl o | 1| 1t o o |t 1t 1 ]o|o|lol|7]|F]| o B3
D5=FF
D6=FF,
D7=00
1 5 D 1 0 0 0 0 1 0 0 0 0 0 0 0 0
ey
212 1 6-7 |D#D#| 1 1 1 1 1 1 3@ 3 0 0 0 7 F 0
§ '(% 2 8-11 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
@ 3 12-15 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=3 instead
4 16-19 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead
5 20-23 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=2 instead
6 24-27 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 28-31 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=0 instead
8 32-35 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 36-39 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=1 instead
10 40-43 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 44-47 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=3 instead For ;4
an
12 48-51 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead x8 only
13 52-55 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=2 instead
14 56-59 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 60-63 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are used according to WR Commands, otherwise Vppa.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Write Command.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Table 88. IDD4AWC Measurement - Loop Pattern!']

CK/ Sub- | Cycle RAS#/| CAS#/| WE#/ BGO-1 4| A12/ | A13, g . g -
CK# CKE Loop| Number CMD | CS# | ACT# A16 | A15 A4 oDT 21 |BAO-1 BC# | A11 A10 | A9-A7| A6-A3| A2-A0| Datal
D0=00,
D1=FF
D2=FF,
D3=00
0 0 WR 0 1 1 0 0 1 0 0 0 0 0 0 0 0 |D4=FF,
D5=00
D6=00,
D7=FF
D8=CRC
0 1-2 D,D 1 0 0 0 0 1 0 0 0 0 0 0 0 0
0 3-4 D#,D# 1 1 1 1 1 1 3@ 3 0 0 0 7 F 0 -
DO=FF,
D1=00
D2=00,
D3=FF
0 5 WR 0 1 1 0 0 1 1 1 0 0 0 7 F 0 |D4=00,
D5=FF
D6=FF,
D7=00
D8=CRC
o =) 0 6-7 D,D 1 0 0 0 0 1 0 0 0 0 0 0 0 0
| el o] &9 jowos| 1+ | 1 | 1 | 1 ] 1| 1] 3] o o] o] 7| F][o
2| =
= % 2 10-14 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
3 15-19 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=3 instead
4 20-24 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead
5 25-29 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=2 instead
6 30-34 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 35-39 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=0 instead
8 40-44 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 45-49 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=1 instead
10 50-54 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 55-59 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=3 instead For 34
an
12 60-64 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead x8 only
13 65-69 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=2 instead
14 70-74 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 75-79 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=0 instead
Note 1. DQS, DQS# are Voppo.

Note 2. BG1 is don’t care for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Write Command.

NDQ86PFIv1.1-8Gb(x16)20230605 186 | N S |@ N | S



8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Table 89. IDD5B Measurement - Loop Pattern!']

gl'((; CKE f::'; Nﬁxfgzr CMD | cS# | ACT# R:f:’ 0:135"” WE# | opT B! |Bao-1| A2 A% | A10 |A9-A7|A6-A3 |A2-A0 [Datal®

0 0 REF 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 1 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 2 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 3 D#,D# 1 1 1 1 1 0 30 3 0 0 0 7 F 0 -
1 4 D#,D#| 1 1 1 1 1 0 302 3 0 0 0 7 F 0 -
1 5-8 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=1 instead
1 9-12 Repeat pattern 1...4, use BG[1:0]=0, BA[1:0]=2 instead
1 13-16 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=3 instead
1 17-20 Repeat pattern 1...4, use BG[1:0]=0, BA[1:0]=1 instead

:En _'JE; 1 21-24 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=2 instead

= I 1 25-28 Repeat pattern 1...4, use BG[1:0]=0, BA[1:0]=3 instead

(S § 1 29-32 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=0 instead
1 33-36 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=0 instead
1 37-40 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=1 instead
1 41-44 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=2 instead
1 45-48 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=3 instead Fg;g“
1 49-52 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=1 instead x8 only
1 53-56 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=2 instead
1 57-60 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=3 instead
1 61-64 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=0 instead
2 65...nRFC-1 Repeat sub-loop 1, Truncate, if necessary

Note 1. DQS, DQS# are Vppa.

Note 2. BG1 is don’t care for x16 device.
Note 3. DQ signals are Vppa
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Table 90. IDD7 Measurement - Loop Pattern!'l
CK/ Sub-| Cycle RAS#/| CAS#/| WE#/ BGO-1 4| A12/ | A13, . . : ]
CK# CKE Loop| Number CMD | CS# | ACT# A16 | A15 | A14 oDT 21 | BAO-1 BC# | A11 A10 | A9-A7| A6-A3| A2-A0| Data
0 0 ACT 0 0 0 0 0 0 0 0 0 0 0 0 0 0
D0=00,
D1=FF
D2=FF,
0 1 |moa| o | 1| 1| o 1] o] o] ofof[o|[1t|[o] oo D%
D5=00
D6=00,
D7=FF
0 2 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 3 D# 1 1 1 1 1 0 32 3 0 0 0 7 F 0
0 Repeat pattern 2...3, until nNRRD - 1, if nRRD > 4. Truncate if necessary
1 nRRD ACT 0 0 0 0 0 0 1 1 0 0 0 0 0 0
DO=FF,
D1=00
D2=00,
1 nRRD+1 | RDA 0 1 1 0 1 0 1 1 0 0 1 0 0 0 Bi:g('):
D5=FF
D6=FF,
D7=00
1 Repeat pattern 2...3, until 2xnRRD - 1, if nRRD > 4. Truncate if necessary
2 2xnRRD Repeat Sub-Loop 0, use BG[1:0] = 0, BA[1:0] = 2 instead
3 3xnRRD Repeat Sub-Loop 1, use BG[1:0] = 1, BA[1:0] = 3 instead
<
g %’ 4 4xnRRD Repeat pattern 2 ... 3 until NFAW - 1, if NFAW > 4xnRRD. Truncate if necessary
(=2}
S '(% 5 nFAW Repeat Sub-Loop 0, use BG[1:0] = 0, BA[1:0] = 1 instead
L
nFAW+ j ] )
6 nRRD Repeat Sub-Loop 1, use BG[1:0] = 1, BA[1:0] = 2 instead
nFAW .
7 2anR5 Repeat Sub-Loop 0, use BG[1:0] = 0, BA[1:0] = 3 instead
FAW i
8 SnanRB Repeat Sub-Loop 1, use BG[1:0] = 1, BA[1:0] = 0 instead
nFAW+
9 4xnRRD Repeat Sub-Loop 4
10 | 2xnFAW Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 0 instead
11 2xr:1£él\:/)V+ Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 1 instead
12 | ZnFavle Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 2 instead
13 ngnFF'?F\{A[I; Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 3 instead
2xnFAW,
14 :anRD+ Repeat Sub-Loop 4 Fg::u)j(4
15 | 3xnFAW Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 1 instead x8 only
16 | xnEAN Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 2 instead
17 32’(an|;'?|;\{\[,)+ Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 3 instead
18 | nFavL: Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 0 instead
3xnFAW.
19 A:TnRRD+ Repeat Sub-Loop 4
20 | 4xnFAW Repeat pattern 2 ... 3 until nRC - 1, if NRC > 4xnFAW. Truncate if necessary
ote 1. D S, DQSH# are VDDQ.

Note 2. BG1 is don’t care for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Read Command. Outside burst operation, DQ signals are Vppa.
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Table 91. IDD and IDDQ Specification Parameters and Test conditions
(TOPER; VDD = 1.14-1.26V; VDDQ = 1.14-1.26V; VPP = 2.375-2.75V)

Parameter Symbol DDRA-2666 DDRA-3200 Unit
Max. Max.
Operating One Bank Active-Precharge Current (AL=0) Ibbo 93 104 mA
Operating One Bank Active-Precharge IPP Current IpPo 7 7 mA
Operating One Bank Active-Read-Precharge Current (AL=0) Ipp1 120 131 mA
Operating One Bank Active-Read-Precharge IPP Current 1 7 7 mA
Precharge Standby Current (AL=0) Iop2n 57 67 mA
Precharge Standby IPP Current lpp2n 1.3 1.3 mA
Precharge Standby ODT Current IppanT 77 85 mA
Precharge Standby Current with CAL enabled Ipp2nL 36 39 mA
Precharge Standby Current with Gear Down mode enabled Ipp2nG 56 66 mA
Precharge Standby Current with DLL disabled Ibp2nD 60 71 mA
Precharge Standby Current with CA parity enabled Ipb2N_par 62 72 mA
Precharge Power-Down Current CKE Iop2p 29 29 mA
Precharge Power-Down IPP Current lpp2p 1.3 1.3 mA
Precharge Quiet Standby Current Iop2a 38 39 mA
Active Standby Current Ibpan 104 115 mA
Active Standby IPP Current Ippan 1.3 1.3 mA
Active Power-Down Current Ippap 65 71 mA
Active Power-Down IPP Current lppap 1.3 1.3 mA
Operating Burst Read Current Iopar 251 295 mA
Operating Burst Read Current (AL=CL-1) Iobara 265 306 mA
Operating Burst Read Current with Read DBI Iobsrs 251 293 mA
Operating Burst Read IPP Current Ippar 1.3 1.3 mA
Operating Burst Write Current Iopaw 266 316 mA
Operating Burst Write Current (AL=CL-1) Iopawa 275 326 mA
Operating Burst Write Current with Write DBI Iopaws 267 317 mA
Operating Burst Write Current with Write CRC Ippawc 291 363 mA
Operating Burst Write Current with CA Parity Iopaw_par 266 327 mA
Operating Burst Write IPP Current IpPaw 1.3 1.3 mA
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Burst Refresh Current (1X REF) Iopss 204 204 mA
Burst Refresh Write IPP Current (1X REF) lppsg 49 49 mA
Burst Refresh Current (2X REF) Ippsk2 167 167 mA
Burst Refresh Write IPP Current (2X REF) Ippsr2 35 35 mA
Burst Refresh Current (4X REF) IppsF4 147 147 mA
Burst Refresh Write IPP Current (4X REF) IppsFa 30 30 mA
Self Refresh Current: Normal Temperature Range IobeN 26 26 mA
Tc = 0~85°C (ET)
Self Refresh IPP Current: Normal Temperature Range | Tc =-40~85°C (IT)| | 35 35 mA
Self-Refresh Current: Extended Temperature Range) IbDsE 38 38 mA

Tc = 0~95°C (ET)

Self Refresh IPP Current: Extended Temperature Range |Tc = -40~95°C (IT)| | 6 6 mA

Self-Refresh Current: Reduced Temperature Range IobeR 18 18 mA
Tc = 0~45°C (ET)

Self Refresh IPP Current: Reduced Temperature Range |Tc =-40~45°C(IT)| | 2 2 mA

Auto Self-Refresh Current IoDsa 38 38 mA
Tc = 0~85°C (ET)

Auto Self-Refresh IPP Current Tc=-40~85°C(IT)|  |o0n 6 6 mA

Operating Bank Interleave Read Current Ioo7 274 279 mA

Operating Bank Interleave Read IPP Current Ipp7 32 32 mA
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Table 92. Timing Parameters for DDR4-2666/DDR4-3200

Symbol Parameter . DDR4-2666 . DDR4-3200 Unit
Min. Max. Min. Max.

taa Internal read command to first data 14.25 18 13.75 18 ns
tAA_DBI Internal read command to first data with read DBI enabled | taamin) + 3tok | taamax + 3tek| taamin + 4tek | taamax) + 4ok | ns
tRCD ACT to internal read or write delay time 14.25 - 13.75 - ns
trP PRE command period 14.25 - 13.75 - ns
tRAS ACT to PRE command period 32 9 X trer 32 9 X trer ns
tRC ACT to ACT or REF command period 46.25 - 45.75 - ns
Speed Bins CWL Normal | Read DBI Min. Max. Min. Max. Unit

9 10 12 1.5 1.6 1.5 1.6 ns

9,11 11 13 1.25 <15 1.25 <15 ns

9,11 12 14 1.25 <15 1.25 <15 ns

10,12 13 15 1.071 <1.25 1.071 <1.25 ns

10,12 14 16 1.071 <1.25 1.071 <1.25 ns

11,14 15 18 0.937 <1.071 0.937 <1.071 ns

tCK(avg) ?g&‘;’:g;e‘;irozg 11,14 16 19 0.937 <1.071 0.937 <1071 | ns
12,16 17 20 0.833 <0.937 0.833 <0.937 ns

12,16 18 21 0.833 <0.937 0.833 <0.937 ns

14,18 19 22 0.75 <0.833 0.75 <0.833 ns

14,18 20 23 - - 0.75 <0.833 ns

16,20 21 25 - - 0.682 <0.75 ns

16,20 22 26 - - 0.625 <0.682 ns

Clock Timing

{CK (DLL_OFF) Minimum Clock Cycle Time (DLL off mode) 8 20 8 20 ns
tok(avg ®® Average clock period 0.750 <0.833 0.625 <0682 | ns
{CH(avg) Average high pulse width 0.48 0.52 0.48 0.52 tok
tCL(avg) Average low pulse width 0.48 0.52 0.48 0.52 tcK
toxia Absolute Clock Period e | e | e | e | o
tCH(abs)™ Absolute clock high pulse width 0.45 - 0.45 - tck
teL(abs)™* Absolute clock low pulse width 0.45 - 0.45 - tek
JIT(per) tot™ Clock Period Jitter- total -38 38 32 32 ps
JIT(per)fdeG Clock Period Jitter deterministic -19 19 -16 16 ps
1JIT(per,Ick) Clock Period Jitter during DLL locking period -30 30 -25 25 ps
tIT(ce) Cycle to Cycle Period Jitter - 75 - 62 ps
1IT(cc,lck) Cycle to Cycle Period Jitter during DLL locking period - 60 - 50 ps
tERR(2per) Cumulative error across 2 cycles -55 55 -46 46 ps
tERR(3per) Cumulative error across 3 cycles -66 66 -55 55 ps
tERR(4per) Cumulative error across 4 cycles -73 73 -61 61 ps
tERR(5per) Cumulative error across 5 cycles -78 78 -65 65 ps
tERR(6per) Cumulative error across 6 cycles -83 83 -69 69 ps
tERR(7per) Cumulative error across 7 cycles -87 87 -73 73 ps
tERR(8per) Cumulative error across 8 cycles -91 91 -76 76 ps
tERR(9per) Cumulative error across 9 cycles -94 94 -78 78 ps
tERR(10per) Cumulative error across 10 cycles -96 96 -80 80 ps
tERR(11per) Cumulative error across 11 cycles -99 99 -83 83 ps
tERR(12per) Cumulative error across 12 cycles -101 101 -84 84 ps
tERR(13per) Cumulative error across 13 cycles -103 103 -86 86 ps
tERR(14per) Cumulative error across 14 cycles -104 104 -87 87 ps
tERR(15per) Cumulative error across 15 cycles -106 106 -89 89 ps
tERR(16per) Cumulative error across 16 cycles -108 108 -90 90 ps
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tERR (17per) Cumulative error across 17 cycles -110 110 -92 92 ps
tERR (18per) Cumulative error across 18 cycles -112 112 -93 93 ps
. tERR(npen)min = ((1+0.68In(n)) X tJIT(per)_total min)
tERR(nper) Cumulative error across n =13, 14 . . . 49, 50 cycles tERR(npenmax = ((1+0.68In(n)) X LIT(per).total max) ps
Command and Address setup time to CK, CK# referenced ) )
Us(ase) to VIHAC)/VIL(AC) levels 55 40 ps
Command and Address setup time to CK, CK# referenced
HIS(Vrer) to Vrer levels 145 - 130 - ps
Command and Address hold time to CK, CK# referenced to
UH(base) VIHAC)/VIL(AC) levels 80 ) 65 ) ps
HH(Vee) Ssg?ewsgg and Address hold time to CK, CK# referenced to 145 ) 130 ) ps
tipw Control and Address Input pulse width for each input 385 - 340 - ps
Command and Address Timing
tccp_L* CAS# to CAS# command delay for same bank group ma>;_’(r?Sn)CK, - max5(r?2)CK, - tek
tcco.s CAS## to CAS# command delay for different bank group 4 - 4 - tck
tRRD_S(2K)* Activate to Activate Command delay to different bank group | max(4nCK, max(4nCK, ) t
- for 2KB page size 5.3ns) - 5.3ns) oK
tRRD_L(2K)* Activate to Activate Command delay to same bank group for | max(4nCK, ) max(4nCK, ) tok
2KB page size 6.4ns) 6.4ns)
IFAW_2K34 Four activate window for 2KB page size maggr?g\)CK - mag(érf]isn)CK - ns
HWTR S12.34 Delay from start of internal write transaction to internal max(2nCK, ) max(2nCK, )
- read command for different bank group 2.5ns) 2.5ns)
twTr L"3 Delay from start of internal write transaction to internal max(4nCK, max(4nCK, )
- read command for same bank group 7.5ns) ) 7.5ns)
kRTP34 max(4nCK, ) max(4nCK, )
Internal Read Command to Precharege Command delay 7.5ns) 7.5ns)
tWR1 WRITE recovery time 15 - 15 - ns
twR + twR +
tWR_CRC_DM1.28 | Write recovery time when CRC and DM are enabled max(5nCK, - max(5nCK, - ns
3.75ns) 3.75ns)
tWTR S CRC DM delay from start of internal write transaction to internal tWTR_S + tWTR_S +
22034 read command for different bank groups with both CRC max(5nCK, - max(5nCK, - ns
and DM enabled 3.75ns) 3.75ns)
tWTR L CRG DM delay from start of internal write transaction to internal tWTR_L tWTR_L
33034 read command for same bank group with both CRC +max(5nCK - +max(5nCK - ns
and DM enabled ,3.75ns) ,3.75ns)
DLLK DLL locking time 1024 - 1024 - ek
tMRD Mode Register Set command cycle time 8 - 8 - ek
tmop™ Mode Register Set command update delay ma,);(g::)CK - ma;(g;lsn)CK - tok
IMPRR Multi-Purpose Register Recovery Time 1 - 1 - ek
tWR_MPR Multi Purpose Register Write Recovery Time t'\AAOLD:_mF,)LJr - ‘“ﬁ{’ff}“}f - ek
DAL (min) Auto precharge write recovery + precharge time Programmed WR + roundup (tRP/ tCK(avg)) ek
tPoA S DQO driven to 0 setup time to first DQS rising edge 0.5 - 0.5 - ul
troa_H*®Y DQO driven to 0 hold time from last DQS falling edge 05 - 05 - ul
CS# to Command Address Latency
tcaL CS# to Command Address Latency mSaT;E‘Ssnn(’)S;(, - msé;fsnn%;(’ - ek
tMRD_tCAL Mode Register Set command cycle time in CAL mode tMOD + tCAL - tMOD + tCAL - tck
tMOD_tCAL Mode Register Set update delay in CAL mode tMOD + tCAL - tMOD + tCAL - tck
DRAM Data Timing
toasais,18,39,49 DQS, DQS# to DQ skew, per group, per access - 0.18 - 0.20 ul
tQH13,17,18,39,49 | DQ output hold time per group, per access from DQS,DQS# 0.74 - 0.70 - ul
Data Valid Window per device per Ul: (taH - tbasq) of each ) )
tovwd17,18,39,49 Ul on a given DRAM 0.64 0.64 ul
tovwet7.1830.49 Eﬁﬁ \éfagdg}/\\llér;]dgg E’slr pin per Ul: (taH - tbasa) each Ul on 072 ) 0.72 ) ul
tLzpa)™ DQ low impedance time from CK, CK# -310 170 -250 160 ps
tHz(pQ)™® DQ high impedance time from CK, CK# - 170 - 160 ps
Data Strobe Timing
tRPRE39,40, 44 DQS, DQS# differential Read Preamble (1 clock preamble) 0.9 - 0.9 - tck
tRPRE239,41,44 DQS, DQS# differential Read Preamble (2 clock preamble) 1.8 - 1.8 - tcK
tRPST39,45 DQS, DQS# differential Read Postamble 0.33 - 0.33 - tok
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ltasH21,39 DQS, DQS# differential output high time 0.4 - 0.4 - tek
tast20,39 DQS, DQS# differential output low time 0.4 - 0.4 - tcK
tWPRE DQS, DQS# differential Write Preamble (1 clock preamble) 0.9 - 0.9 - tck
twpRE2® DQS, DQS# differential Write Preamble (2 clock preamble) 1.8 - 1.8 - tcK
twpsT DQS, DQS# differential Write Postamble 0.33 - 0.33 - tek
tLzpas)™ DQS, DQS# low impedance time (Referenced from RL-1) -310 170 -250 160 ps
39 DQS, DQS# high impedance time (Referenced from
tHz(DQS) RL+BL/2) - 170 - 160 ps
tbasL DQS, DQS# differential input low pulse width 0.46 0.54 0.46 0.54 tck
tbasH DQS, DQS# differential input high pulse width 0.46 0.54 0.46 0.54 tck
a2 S isi
Qs DQS, DQSH# rising edge to CK, CKi# rising edge
P (1 clock proamble) 0.27 027 027 027 fox
43 DQS, DQS# rising edge to CK, CK# rising edge
tbass2 (2 clock preamble) -0.50 0.50 -0.50 0.50 tek
tDss DQS, DQSH# falling edge setup time to CK, CK# rising edge 0.18 - 0.18 - tcK
oS 5(%3, DQS# falling edge hold time from CK, CK# rising 018 ) 018 ) ok
tbasckoLLOn)  [DQS, DQSH# rising edge output timing location from ) i
73839 rising CK, CK# with DLL On mode 170 170 160 160 ps
g??s%gKl(DLL on DQS, DQSH# rising edge output variance window per DRAM - 270 - 260 ps
Calibration Timing
ltzQinit Power-up and Reset calibration time 1024 - 1024 - tcK
tzQoper Normal operation Full calibration time 512 - 512 - tcK
tzacs Normal operation Short calibration time 128 - 128 - tek
Reset/Self Refresh Timing
max(5nCK, max(5nCK,
tXPR Exit Reset from CKE HIGH to a valid command tRFC(min) + - tRFC(min) + - ltCK
10ns) 10ns)
itxs Exit Self Refresh to commands not requiring a locked DLL tRFf é’;'s" )+ - tRF%rr:: )+ - itck
A ) SRX to commands not requiring a locked DLL in Self tRFC4(min) + tRFC4(min) + A
XS_ABORT(MIN)  Refresh ABORT 10ns - 10ns - oK
! ) Exit Self Refresh to ZQCL,ZQCS and MRS (CL, CWL, WR, | tRFC4(min) + tRFC4(min) + A
XS_FAST(min) RTP and Gear Down) 10ns ) 10ns ) CK
tXSDLL Exit Self Refresh to commands requiring a locked DLL {DLLK(min) - EDLLK(min) - tCK
FCKESR Minimum CKE low width for Self refresh entry to exit timing tcﬁ(gi}z) * - tolﬁgi}? * - tek
Minimum CKE low width for Self refresh entry to exit timing  [tcKg(min) + tCKE(min) + i
CKESR_PAR with CA Parity enabled 1nCK + PL i 1nCK + PL . oK
CKSRE \Valid Clock Requirement after Self Refresh Entry (SRE) or  [max(5nCK, ) max(5nCK, ) ok
Power-Down Entry (PDE) 10ns) 10ns)
Valid Clock Requirement after Self Refresh Entry (SRE) or  |max(5nCK, ) max(5nCK, ) A
CKSRE_PAR Power-Down when CA Parity is enabled 10ns) + PL 10ns) + PL CK
ITCKSRX \Valid Clock Requirement before Self Refresh Exit max(5nCK, ) max(5nCK, ) ok
(SRX) or Power-Down Exit (PDX) or Reset Exit 10ns) 10ns)
Power Down Timing
Exit Power Down with DLL on to any valid command; Exit
txp Precharge Power Down with DLL frozen to commands not g1ne;x(4nCK, - gqngmnCK, - ltcK
requiring a locked DLL )
ltckest,32 CKE minimum pulse width ma>‘<5(r?sn)CK, - ma>é_>(ri]’>Sn)CK, - ltcK
{tCPDED Command pass disable delay 4 - 4 - tcK
itpp® Power Down Entry to Exit Timing tCKE(min) 9 X tREFI  [tCKE(min) 9 X tREFI tCcK
tAGTPDEN’ ITiming of ACT command to Power Down entry 2 - 2 - ltcK
tPRPDEN Timing of PRE or PREA command to Power Down entry 2 - 2 - ltcK
tRDPDEN ITiming of RD/RDA command to Power Down entry RL+4+1 - RL+4+1 - tcK
hWRPDEN Timing of WR command to Power Down entry (BL8OTF, WL + 4 + ) WL + 4 + ) i
BL8MRS, BC4OTF) (twh/tckavg) (twi/tok(avg) CK
5 Timing of WRA command to Power Down entry (BL8OTF, |WL+4+ WR WL +4 + WR
[WRAPDEN BL8MRS, BC4OTF) 1 "~ ke T fex
tWRPBC4DEN" Timing of WR command to Power Down entry (BC4MRS) WL+ 2 + - WL+ 2 + - tck
9 y (twR/tCK(avg)) (twR/tCK(avg))
tWRAPBCADEN® Timing of WRA command to Power Down entry (BC4MRS) wlé:% * - Wﬁ:% * - tok
tREFPDEN’ Timing of REF command to Power Down entry 2 - 2 - tck
tMRSPDEN Timing of MRS command to Power Down entry tMOD(min) - [tMOD(min) - ltCK
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PDA Timing
tMRD_PDA Mode Register Set command cycle time in PDA mode max%ﬁg)c K - max%ﬁg)c K - ns
tMOD_PDA Mode Register Set command update delay in PDA mode tmob tMoD ns
ODT Timing
tAONAS Q(s)zgﬁrronous RTT turn-on delay (Power-Down with DLL 1.0 90 10 90 ns
tAOFAS Q(s)zgﬁrronous RTT turn-off delay (Power-Down with DLL 1.0 90 10 90 ns
tanc RTT dynamic change skew 0.28 0.72 0.26 0.74 tek
Write Leveling Timing
12 First DQS/DQSH# rising edge after write leveling mode is
tWLMRD programmed 40 - 40 - tek
tWLDQSEN' DQS/DQS# delay after write leveling mode is programmed 25 - 25 - tck
Write leveling setup time from rising CK, CK# crossing to ) )
twis rising DQS/DQS# crossing 0.13 0.13 oK
Write leveling hold time from rising DQS/DQS# crossing to
WLH rising CK, CK# crossing 0.13 i 0.13 i foK
twLo Write leveling output delay 0 9.5 0 9.5 ns
tWLOE Write leveling output error 0 2 0 2 ns
CA Parity Timing
tPAR_UNKNOWN | Commands not guaranteed to be executed during this time - PL - PL tek
tPAR_ALERT_ON | Delay from errant command to ALERT# assertion - PL + 6ns - PL +6ns | tck
tPAR_ALERT PW | Pulse width of ALERT# signal when asserted 80 160 96 192 tck
Time from when Alert is asserted till controller must start
IPAR_ALERT_RSP providing DES commands in Persistent CA parity mode ) 71 ) 85 oK
PL Parity Latency 5 6 tok
CRC Error Reporting
{CRC_ALERT CRC error to ALERT# latency 3 13 3 13 ns
tcrRc_ALERT_Pw  |CRC ALERT# pulse width 6 10 6 10 tek
Geardown timing
tXPR_GEAR Exit Reset from CKE High to a valid MRS Gear Down (T2/ Reset) tXPR - tXPR -
tXS_GEAR CKE High Assert to Gear Down Enable time(T2/CKE) txs - txs -
27 . tMoD + tMoD +
{SYNC_GEAR MRS command to Sync pulse time(T3) 4nCK - 4nCK -
toMD_GEAR” Sync pulse to First valid command(T4) tmob - tMoD -
{GEAR_setup Geardown setup time 2 - 2 - tck
tGEAR_hold Geardown hold time 2 - 2 - tek
tREFI
tRFC1 (min)>* 4Gb 350 - 350 - ns
tRFC2 (min)>* 4Gb 260 - 260 - ns
tRFG4 (min)>* 4Gb 160 - 160 - ns
o ) -40°C < Tcase < 85°C - 7.8 - 7.8 S
tRer Average periodic refresh interval 85°C < TCC::; <95°C . 39 . 39 ES
95°C < Tease < 105°C - - - 1.95 us
Note 1. Start of internal write transaction is defined as follows:

Note 2.
Note 3.
Note 4.
Note 5.
Note 6.
Note 7.

Note 8.

Note 9.

Note 10.
Note 11.
Note 12.
Note 13.

Note 14.

Note 15.
Note 16.
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- For BL8 (Fixed by MRS and on-the-fly) : Rising clock edge 4 clock cycles after WL.
- For BC4 (on-the-fly) : Rising clock edge 4 clock cycles after WL.
- For BC4 (fixed by MRS) : Rising clock edge 2 clock cycles after WL.

A separate timing parameter will cover the delay from write to read when CRC and DM are simultaneously enabled.

Commands requiring a locked DLL are: Read (and RAP) and synchronous ODT commands.

twr is defined in ns, for calculation of twRPDEN it is necessary to round up twr/tck to the next integer.

WR in clock cycles as programmed in MRO.

tReEFI depends on TOPER.

CKE is allowed to be registered low while operations such as row activation, precharge, autoprecharge or refresh are in progress, but
power-down IDD spec will not be applied until finishing those operations.

For these parameters, the DDR4 SDRAM device supports tnPARAM[NCK]=RU{tPARAM[NS]/tCK(avg)[ns]}, which is in clock cycles assuming all
input clock jitter specifications are satisfied.

When CRC and DM are both enabled, twr_cRc_bmis used in place of tWR.

When CRC and DM are both enabled twTr_s_cRc_bm is used in place of twTR_S.

When CRC and DM are both enabled twTrR_L_CRC_DM is used in place of twTR_L.

The max values are system dependent.

DQ to DQS total timing per group where the total includes the sum of deterministic and random timing terms for a specified BER. BER

spec and measurement method are TBD.

The deterministic component of the total timing. Measurement method TBD.

DQ to DQ static offset relative to strobe per group. Measurement method TBD.

This parameter will be characterized and guaranteed by design.
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Note 17.

When the device is operated with the input clock jitter, this parameter needs to be derated by the actual tJiT(per)_total of the input clock.
(Output deratings are relative to the SDRAM input clock). Example TBD.

Note 18. DRAM DBI mode is off.

Note 19. DRAM DBI mode is enabled.

Note 20. tasL describes the instantaneous differential output low pulse width on DQS - DQS#, as measured from on falling edge to the next
consecutive rising edge.

Note 21. tasH describes the instantaneous differential output high pulse width on DQS — DQS#, as measured from on falling edge to the next
consecutive rising edge.

Note 22. There is no maximum cycle time limit besides the need to satisfy the refresh interval tReri.

Note 23. tcH(abs) is the absolute instantaneous clock high pulse width, as measured from one rising edge to the following falling edge.

Note 24. tcL(abs) is the absolute instantaneous clock low pulse width, as measured from one falling edge to the following rising edge.

Note 25. Total jitter includes the sum of deterministic and random jitter terms for a specified BER. BER target and measurement method are TBD.

Note 26. The deterministic jitter component out of the total jitter. This parameter is characterized and guaranteed by design.

Note 27. This parameter has to be even number of clocks.

Note 28. When CRC and DM are both enabled, twR_CRC_DM is used in place of twRr.

Note 29. When CRC and DM are both enabled twTrR_s_CRC_DM is used in place of twTRr_s.

Note 30. When CRC and DM are both enabled twTR_L_CRC_DM is used in place of twTR_L.

Note 31. After CKE is registered low, CKE signal level shall be maintained below ViLbc for tcke specification (low pulse width).

Note 32. After CKE is registered high, CKE signal level shall be maintained above VIHDG for tcke specification (high pulse width).

Note 33. Defined between end of MPR read burst and MRS which reloads MPR or disables MPR function.

Note 34. Parameters apply from tcK(avg)min to tCk(avg)max at all standard JEDEC clock period values as stated in the Speed-Bin tables.

Note 35. This parameter must keep consistency with Speed-Bin tables.

Note 36. DDR4-1600 AC timing apply if DRAM operates at lower than 1600 MT/s data rate. Ul = tCK(avg).min/2

Note 37. Applied when DRAM is in DLL ON mode.

Note 38. Assume no jitter on input clock signals to the DRAM.

Note 39. Value is only valid for RonNoM = 34 ohms.

Note 40. 1tck toggle mode with setting MR4 A[11] to 0.

Note 41. 2tck toggle mode with setting MR4 A[11] to 1, which is valid for DDR4-2666/3200 speed grade.

Note 42. 1tck mode with setting MR4 A[12] to 0.

Note 43. 2tck mode with setting MR4 A[12] to 1, which is valid for DDR4-2666/3200 speed grade.

Note 44. The maximum read preamble is bounded by tLz(pas)min on the left side and tbasck(max) on the right side. See Clock to Data Strobe
Relationship. Boundary of DQS Low-Z occur one cycle earlier in 2tck toggle mode which is illustrated in Read Preamble.

Note 45. DQ falling signal middle-point of transferring from High to Low to first rising edge of DQS diff-signal cross-point.

Note 46. Last falling edge of DQS diff-signal cross-point to DQ rising signal middle-point of transferring from Low to High.

Note 47. VRerDQ value must be set to either its midpoint or Vcent Da (midpoint) in order to capture DQO low level for entering PDA mode.

Note 48. The maximum read postamble is bound by tpasck(min) plus tasHmin) on the left side and tHz(pas)max on the right side. See Clock to Data
Strobe Relationship.

Note 49. Reference level of DQ output signal is specified with a midpoint as a widest part of Output signal eye which should be approximately 0.7 x
VDDa as a center level of the static single-ended output peak-to-peak swing with a driver impedance of 34 ohms and an effective test load
of 50 ohms to V1T = VDbDQ.

Note 50. For MR7 commands, the minimum delay to a subsequent non-MRS command is 5nCK.

Note 51. All speed bin also supports functional operation at lower frequencies as shown in the table which are not subject to Production Tests
but verified by Design/Characterization.
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Rounding Algorithms

Software algorithms for calculation of timing parameters are subject to rounding errors from many sources. For
example, a system may use a memory clock with a nominal frequency of 933.33... MHz, or a clock period of
1.0714... ns. Similarly, a system with a memory clock frequency of 1066.66... MHz yields mathematically a clock
period of 0.9375... ns. In most cases, it is impossible to express all digits after the decimal point exactly, and
rounding must be done because the DDR4 SDRAM specification establishes a minimum granularity for timing
parameters of 1 ps.

Rules for rounding must be defined to allow optimization of device performance without violating device parameters.
These algorithms rely on results that are within correction factors on device testing and specification to avoid losing
performance due to rounding errors.

These rules are:

« Clock periods such as tCKAVGmin are defined to 1 ps of accuracy; for example, 0.9375... ns is defined as
937 ps and 1.0714... ns is defined as 1071 ps.

« Using real math, parameters like tAAmin, tRCDmin, etc. which are programmed in systems in numbers of
clocks (nCK) but expressed in units of time (in ns) are divided by the clock period (in ns) yielding a unit less ratio,
a correction factor of 2.5% is subtracted, then the result is set to the next higher integer number of clocks:

nCK = ceiling [ (parameter_in_ns / application_tCK_in_ns) - 0.025]

« Alternatively, programmers may prefer to use integer math instead of real math by expressing timing in ps,
scaling the desired parameter value by 1000, dividing by the application clock period, adding an inverse
correction factor of 97.4%, dividing the result by 1000, then truncating down to the next lower integer value:

nCK = truncate [ {(parameter_in_ps x 1000) / (application_tCK_in_ps) + 974} / 1000 ]

Either algorithm yields identical results.

The DQ input receiver compliance mask for voltage and timing

The DQ input receiver compliance mask for voltage and timing is shown in the figure below. The receiver mask (Rx
Mask) defines area the input signal must not encroach in order for the DRAM input receiver to be expected to be able
to successfully capture a valid input signal with BER of 1e-16; any input signal encroaching within the Rx Mask is
subject to being invalid data. The Rx Mask is the receiver property for each DQ input pin and it is not the valid data-
eye.

Figure 193. DQ Receiver(Rx) compliance mask
TdIviv

Rx Mask
\

Veent DQ (midpeint)

WVdIVWY
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Figure 194. Vcent_DQ Variation to Vcent_DQ(midpoint)
DQx DQy DQz

(Smallest Vrel_DQ Level) (Largest Vref_DQ Level)

Yeent DQ
{midpoint)

Vref|variation
(Component)

The Vref_DQ voltage is an internal reference voltage level that shall be set to the properly trained setting, which is
generally Vcent_DQ(midpoint), in order to have valid Rx Mask values.

Vcent_DQ(midpoint) is defined as the midpoint between the largest Vref_DQ voltage level and the smallest Vref_DQ
voltage level across all DQ pins for a given DDR4 DRAM component. Each DQ pin Vref level is defined by the center,
i.e. widest opening, of the cumulative data input eye as depicted in Figure. This clarifies that any DDR4 DRAM
component level variation must be accounted for within the DDR4 DRAM Rx mask.The component level Vref will be
set by the system to account for Ron and ODT settings.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P
Figure 195. DQS to DQ and DQ to DQ Timings at DRAM Balls

DQS. DGs Data-in at DEAM Ball Das, DQs Data-in at DEAM Eall
R Mask Rx Mask — Alternative View

|
I
I
I
I
0.5xTaiVvWY O.5xTdW ! 0. 5xTd W O S T WY
A — : | L a—
! { I
i
DRAMa £ | DRAMa s
1 : T 7
TdivW v : TAVW e :
I
: Lo * 0 ExTdd W
L | — | i |
[ I
DRAMb R z | DRAMD z
x Mask ' Rx Mask
DQy 2 Doy TaivW. 3
|1
tpazoe =X : N tocng
[ AAAAAAAANT T ; : Y g
DRAMD Rx Mask |  DRAMD Rx Mask
DQz 2 ! b TAVW 2
- 1TV
I <
 [T— : o brraomg * U'-MTU'T.I"H'I'
! : :
| 14 § i Ji 11 §
DRAMc Rx Mask ;1 DRAMc Rx Mask :
Dz $ | b TavW 2
\ | JATAANY | JATATAT)
DRAM g : DRAMC ) §
C
: ! Fx Mask
DQy Rx Mask ] . DQy waﬁ I:i;
J K 1
1
tpcona
NOTE: DQx represenis an optimally centered mask MOTE: DRAMa represents s DRAM without any DQ5/D0Q skews.
D2y represents earliest valid mask DRAMD represents 8 DRAM with eardy skews (negative tnasapa),
D2z represents latest valid masi. DRAMc represents 3 DRAM with delayed skews (positive toaamoa),

MOTE: Figures show skew allowed between DRAM to DRAM and DC to DQ for 8 DRAM. Signals assume dats centered
aligned at DRAM Latch
TdiPW is not shown; composite data-eyes shown would violate TdiPWY
VCENT DQ {midpoint) is not shown but is assumed 1o be midpoint of VdiWVW_

All of the timing terms in figure are measured at the VdIVW voltage levels centered around Vcent_DQ (midpoint) and
are referenced to the DQS/DQS# center aligned to the DQ per pin.
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The rising edge slew rates are defined by srri1 and srr2. The slew rate measurement points for a rising edge are
shown in the figure below: A low to high transition tr1 is measured from 0.5xVdiVW(max) below Vcent_DQ
(midpoint) to the last transition through 0.5xVdiVW(max) above Vcent_DQ(midpoint) while tr2 is measured from
the last transition through 0.5xVdiVW(max) above Vcent_DQ(midpoint) to the first transition through the
0.5xVIHL_AC(min) above Vcent_DQ(midpoint).

Rising edge slew rate equations:

srr1 = VdIVW(max) / tr1
srr2 = (VIHL_AC(min) — VdIVW(max)) / (2xtr2)

Figure 196. Slew Rate Conditions For Rising Transition

iz
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= A 4 -
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The falling edge slew rates are defined by srf1 and srf2. The slew rate measurement points for a falling edge are
shown in the figure below: A high to low transition tf1 is measured from 0.5xVdiVW(max) above Vcent_DQ
(midpoint) to the last transition through 0.5xVdiVW(max) below Vcent_DQ(midpoint) while tf2 is measured from
the last transition through 0.5xVdiVW(max) below Vcent_DQ(midpoint) to the first transition through the
0.5xVIHL_AC(min) below Vcent_DQ(pin mid).

Falling edge slew rate equations:
srf1 = VdIVW(max) / tf1
srf2 = (VIHL_AC(min) — VdIVW(max)) / (2xtf2)

Figure 197. Slew Rate Conditions For Falling Transition
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Table 93. DRAM DQs In Receive Mode; * Ul=tck(avg)min/2

Symbol Parameter DDRa-2666 DDR4-3200 Unit | Note
Min. Max. Min. Max.
VdIVW Rx Mask voltage - pk-pk - 120 - 110 mV |1,2,10
TdIVW Rx timing window - 0.22 - 0.23 urr (1,2,10
VIHL_AC DQ AC input swing pk-pk 150 - 140 - mV | 6,10
TdIPW DQ input pulse width 0.58 - 0.58 - urr | 5,10
tDQS2DQ Rx Mask DQS to DQ offset -0.19 0.19 -0.22 0.22 ur | 6,10
tDQ2DQ Rx Mask DQ to DQ offset - 0.105 - 0.125 ur 7
Input Slew Rate over
1151 ot Siow e over VAVW — : — —
0.935ns > tCK >=0.625ns 125 9 125 9 Vins | 8,10
sIr2 Rising Input Slew Rate over 1/2 VIHL_AC 0.2xsrr1 9 0.2xsrr1 9 V/ns | 9,10
srf2 Falling Input Slew Rate over 1/2 VIHL_AC 0.2xsrf1 9 0.2xsrf1 9 V/ns | 9,10

Note 1. Data Rx mask voltage and timing total input valid window where VdIVW is centered around Vcent_DQ( midpoint) after VrefDQ training
is completed. The data Rx mask is applied per bit and should include voltage and temperature drift terms. The input buffer design
specification is to achieve at least a BER = 1¢'® when the RxMask is not violated. The BER will be characterized and extrapolated if
necessary using a dual dirac method from a higher BER(tbd).

Note 2. Defined over the DQ internal Vref range 1.

Note 3. Overshoot and Undershoot Specifications apply.

Note 4. DQ input pulse signal swing into the receiver must meet or exceed VIHL AC(min). VIHL_AC(min) is to be achieved on an Ul basis when a
rising and falling edge occur in the same Ul, i.e., a valid TdiPW.

Note 5. Q minimum input pulse width defined at the Vcent_DQ( midpoint).

Note 6. DQS to DQ offset is skew between DQS and DQs within a word (x16) at the DDR4 SDRAM balls over process, voltage, and temperature.

Note 7. DQ to DQ offset is skew between DQs within a word (x16) at the DDR4 SDRAM balls for a given component over process, voltage,
and temperature.

Note 8. Input slew rate over VdIVW Mask centered at Vcent_DQ( midpoint). Slowest DQ slew rate to fastest DQ slew rate per transition edge
must be within 1.7 V/ns of each other.

Note 9. Input slew rate between VdIVW Mask edge and VIHL_AC(min) points.

Note 10. All Rx Mask specifications must be satisfied for each Ul. For example, if the minimum input pulse width is violated when satisfying

TdiVW(min), VdiVW(max), and minimum slew rate limits, then either TdiVW(min) or minimum slew rates would have to be increased
to the point where the minimum input pulse width would no longer be violated.

NDQ86PFIv1.1-8Gb(x16)20230605 200 | N S | @ N | S



8Gb (x16) DDR4 Synchronous DRAM

512Mx16 — NDQ86P

AC and DC output Measurement levels
Output Driver DC Electrical Ct teristi
The DDR4 driver supports two different Ron values. These Ron values are referred as strong(low Ron) and weak

mode(high Ron). A functional representation of the output buffer is shown in the figure below. Output driver impedance
Ron is defined as follows:

The individual pull-up and pull-down resistors (Roneu and Roned) are defined as follows:

Ronpy = Vooq - Vout under the condition that RoNpd is off
| lout |
u
Ronpd = o under the condition that Ronpu is off
| Tout |
Figure 198. Output driver
Chip In Drive Mode
Output Drive
@ V/DDQ
l IPu
Ronpu
To other ®DQ
circuitry like
—
l Roues lout | Vou
lpg
®V/SsQ
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Table 94. Output Driver DC Electrical Characteristics, assuming RZQ = 240o0hm; entire
operating temperature range; after proper ZQ calibration

Ron_nom Resistor Vout Min. Nom. Max. Unit Note
Vorde= 0.5 x Vppa 0.73 1 1.1 RzQ/7 1,2
Ron34Pd Vowmdc= 0.8 x Vppa 0.83 1 1.1 RzQ/7 1,2
340 Vonde= 1.1 X Vopa 0.83 1 1.25 RzQ/7 1,2
Vorde= 0.5 x Vppa 0.9 1 1.25 RzQ/7 1,2
Ron34Pu Vomdc= 0.8 x Vopa 0.9 1 1.1 RzQ/7 1,2
Vonde= 1.1 X Vopa 0.8 1 1.1 RzQ/7 1,2
Vorde= 0.5 x Vppg 0.73 1 1.1 RZQ/5 1,2
Ron48Pd Vomdc= 0.8 x Vppa 0.83 1 1.1 RZQ/5 1,2
480 Vondc= 1.1 X Vppa 0.83 1 1.25 RZQ/5 1,2
Vorde= 0.5 x Vpbpa 0.9 1 1.25 RzQ/5 1,2
Ron48Pu Vomdc= 0.8 X Vppa 0.9 1 1.1 RzQ/5 1,2
Vondce= 1.1 x Vppa 0.8 1 1.1 RzQ/5 1,2
w0 | - | v | % |e0d

Note 1. The tolerance limits are specified after calibration with stable voltage and temperature. For the behavior of the tolerance limits if temperature
or voltage changes after calibration, see following section on voltage and temperature sensitivity (TBD).

Note 2. Pull-up and pull-dn output driver impedances are recommended to be calibrated at 0.8 x Vppa. Other calibration schemes may be used to
achieve the linearity spec shown above, e.g. calibration at 0.5 x Vppgand 1.1 x Vppa.

Note 3. Measurement definition for mismatch between pull-up and pull-down, MMPuPd: Measure RonPu and RonPd both at 0.8 x Vppa separately;
Ron nomis the nominal Ron value.

RonPu - RonPd
MMPuPd = ——— X 100
Rrrnom

Note 4. RON variance range ratio to RON Nominal value in a given component, including DQS and DQS#.
RONPUMB.X - RONPdMin

MMPudd =
Rrrnom

RONPdMaX = RonPdMin
MMPddd = X100
Rrrnvom

Note 5. This parameter of x16 device is specified for Upper byte and Lower byte.
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8Gb (x16) DDR4 Synchronous DRAM

512Mx16 — NDQ86P

AL ERT# output Drive CI teristi
A functional representation of the output buffer is shown in the figure below. Output driver impedance Ron is defined
as follows:
R _ Vout
OHp | lout | under the condition that Ronpu is off
Figure 199. ALERT# output Drive Characteristic
Alert Driver
DRAM @ Alert
‘_
J Roes lou | Vou
lpg
®VSSQ
Table 95. ALERT Driver Voltage
Resistor Vout Min. Max. Unit Note
Voide= 0.1 x Vopg 0.3 1.2 34Q 1
RONPd Vode= 0.8 x VDDQ 0.4 1.2 340 1
Vonde= 1.1 x Vppa 0.4 1.4 340 1

Note 1. VDDQ voltage is at VDDQ DC. VDDQ DC definition is TBD.
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8Gb (x16) DDR4 Synchronous DRAM

0 Driver Ct istic of G ivity Test (CT) Mod

Following Output driver impedance Ron will be applied Test Output Pin during Connectivity Test (CT) Mode. The
individual pull-up and pull-down resistors (Roneu_ct and Roned_cT) are defined as follows:

Vooa - Vout

Ronpu cT = “lout]
Vout
Ronpd_cT = Tout |

512Mx16 — NDQ86P

Figure 200. Output Driver Characteristic of Connectivity Test
Chip In Drive Mode

Qutput Drive

® \/DDQ
J [pu_CT
Ronpu_cT
To other ®DQ
circuitry like
1—
J Ronpd cT lout Vou
loa T
®\/SSQ

Table 96. Output Driver Electrical Characteristics during Connectivity Test Mode

Ron_nom Resistor Vout Max. Unit Note
Vost: 0.2 x VDDQ 1.9 340 1
VOLdC= 0.5x VDDQ 2.0 340 1
RonPd_CT
ONTH- Vomdc= 0.8 X Vooa 2.2 340 1
340 Vonde= 1.1 x Vopa 25 340 1
VOBdC= 0.2 x VDDQ 25 340 1
Vo|_dC= 0.5x VDDQ 2.2 34Q 1
RonPu_CT
O Voudc= 0.8 x Vong 2.0 340 1
Vonde= 1.1 x Vopa 1.9 34Q 1

Note 1. Connectivity test mode uses un-calibrated drivers, showing the full range over PVT. No mismatch between

pull up and pull down is defined.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Single-ended AC & DC Output Levels
Table 97. Single-ended AC & DC output levels

Symbol Parameter DDR4-2666/3200 Unit | Note
VoHoo) DC output high measurement level (for IV curve linearity) 1.1 x Vopa \Y

Vompe)  |DC output mid measurement level (for IV curve linearity 0.8 x Vopa v

Vou(c) DC output low measurement level (for IV curve linearity) 0.5 x Vopa \%

Vouac)  |AC output high measurement level (for output SR) (0.7 + 0.15) x Vppg V|
Vouac) AC output low measurement level (for output SR) (0.7 - 0.15) x Vppa Vv 1

Note 1. The swing of +0.15 x VDDQ is based on approximately 50% of the static single-ended output peak-to-peak swing with a
driver impedance of RZQ/7Q and an effective test load of 50Q to VTT = VDDAQ.

Differential AC & DC Output Level
Table 98. Differential AC & DC output levels

Symbol Parameter DDR4-2666/3200 Unit |Note
VOHdiff(AC) |AC differential output high measurement level (for output SR) +0.3 X Vopa \% 1
VoLditf(AC) |AC differential output low measurement level (for output SR) -0.3 x Vbpa \% 1

Note 1. The swing of +0.3 x VDDQ is based on approximately 50% of the static differential output peak-to-peak swing with a
driver impedance of RZQ/7Q and an effective test load of 50Q to VTT = VDDQ at each of the differential outputs
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Single-ended Output Slew Rate

With the reference load for timing measurements, output slew rate for falling and rising edges is defined and
measured between Vorac) and Vowac) for single ended signals.

Table 99. Single-ended output slew rate definition

Measured
Description Defined b
P From To y
Single ended output slew rate for rising edge Vorac) Vorac) [Vonac)-Vouac)] / Delta TRse
Single ended output slew rate for falling edge Vor(ac) Vorac) [Vorac)-Vouac)] / Delta TFse

Note 1. Output slew rate is verified by design and characterization, and may not be subject to production test.

Figure 201. Single-ended Output Slew Rate Definition

VoHAC)

VoLac

—
Delta Trse

—
Delta Trse

Table 100. Single-ended output slew rate

DDR4-2666/32
Symbol Parameter - 666/3200 Unit
Min. Max.
SRQse Single ended output slew rate 4 9 V/ns
Description:
SR: Slew Rate

Q: Query Output (like in DQ, which stands for Data-in, Query-Output)
se: Single-ended Signals
For Ron= RZQ/7 setting

Note 1. In two cases, a maximum slew rate of 12 V/ns applies for a single DQ signal within a byte lane.

- Case 1 is defined for a single DQ signal within a byte lane which is switching into a certain direction (either from high to low or low to
high) while all remaining DQ signals in the same byte lane are static (i.e. they stay at either high or low).

- Case 2 is defined for a single DQ signal within a byte lane which is switching into a certain direction (either from high to low or low to
high) while all remaining DQ signals in the same byte lane are switching into the opposite direction (i.e. from low to high or high to low
respectively). For the remaining DQ signal switching into the opposite direction, the regular maximum limit of 9 V/ns applies.

Diff ial O Slew R

With the reference load for timing measurements, output slew rate for falling and rising edges is defined and
measured between VOLJIff(AC) and VOHdIff(AC) for differential signals.

Table 101. Differential output slew rate definition

Measured
Description Defined b
P From To 4
Differential output slew rate for rising edge Voudittiac) Vohuitt(ac) [Voniiac-Vordiiac)] / Delta TRdiff
Differential output slew rate for falling edge Voruiftac) VoLditac) [Vonditac)-VoLaiiac)] / Delta TFdiff

Note 1. Output slew rate is verified by design and characterization, and may not be subject to production test.
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8Gb (x16) DDR4 Synchronous DRAM

Figure 202. Differential Output Slew Rate Definition

— —
Delta Traif Delta Trdif

Table 102. Differential output slew rate

DDR4-2666/32
Symbol Parameter - 666/3200 Unit
Min. Max.
SRQdiff  |Differential output slew rate 8 18 V/ns
Description:
SR: Slew Rate

Q: Query Output (like in DQ, which stands for Data-in, Query-Output)
diff: Differential Signals
For Ron = RZQ/7 setting
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Single-ended AC and DC Qutput | s of C tivity Test Mod
Following output parameters will be applied for DDR4 SDRAM Output Signal during Connectivity Test Mode.

Table 103. Single-ended AC & DC output levels of Connectivity Test Mode

Symbol Parameter DDR4-2666/3200 Unit | Note
Vor(oe) DC output high measurement level (for IV curve linearity) 1.1 x Vopa v

Vompc) DC output mid measurement level (for IV curve linearity) 0.8 x Vbpa \Y

Voo DC output low measurement level (for IV curve linearity) 0.5 x Vbpa v

Vos(pc) DC output below measurement level (for IV curve linearity) 0.2 x Vppa \Y

Vohac) AC output high measurement level (for output SR) Vrr+ (0.1 X Vopa) \Y 1
Vouac) AC output below measurement level (for output SR) Vr- (0.1 X Vopa) \Y 1

Note 1. The effective test load is 50Q terminated by V+r= 0.5 x Vppa.

Figure 203. Output Slew Rate Definition of Connectivity Test Mode

s

\oH(AC)

VoLiac

TF_output_cT TR output_CT

Table 104. Single-ended output slew rate of Connectivity Test Mode

DDR4-2666/3200
Symbol Parameter - 6 Unit | Note
Min. Max.
TF_output_CT [Output signal Falling time - 10 ns/V
TR_output_CT |Output signal Rising time - 10 ns/V

Test Load for C ivity Test Mode Timi

Figure 204. Connectivity Test Mode Timing Reference Load

VDDQ
T DQ, DM#
LDQS, LDQS#
uDQ@s, UDQS#

CT_INPUTS — DUT [ }—o5xvDDQ

Rterm=50ohm

VSSQ

Timing Reference Point
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Slew Rate Definitions for Diff ial | Signals (CK)
Table 105. Differential Input Slew Rate Definition

Measured
- Defi
Description From To efined by
Differential input slew rate for rising edge (CK - CK#) VLgittmax VHaittmin Hdifimin — ViLdittmad] / DeltaTRdiff
Differential input slew rate for falling edge (CK - CK#) Vikdiffmin V Ldiffmax Hdiimin — ViLditmad / DeltaTFdiff

Note 1. The differential signal (i,e., CK - CK#) must be linear between these thresholds.

Figure 205. Differential Input Slew Rate Definition for CK, CK#
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Slew Rate Definition for Single-ended | Signals ( CMD/ADD
Figure 206. Single-ended Input Slew Rate definition for CMD and ADD

Delta Trsingle
T
e Al g e VIHCAAC) Min
....................... : VIHCADC) Min
VREFCA(DC)
"- ........................ VlLCﬁJ{DC}W‘Eﬁ".
................. é @ m m om E B E N EEEEEo@E VlLCﬁ.{AC}Mﬂx

—
Delta TF single

NOTE 1. Single-ended input slew rate for rising edge = { Viscascmin - Vilcapoma: }/ Delta Tr single.
NOTE 2. Single-ended input slew rate for falling edge = { ViHcamomsn - ViLcasomax } Delta Tr single.
NOTE 3. Single-ended signal rising edge from ViLcapcivex to ViHcaoomsn must be monotonic slope.

NOTE 4. Single-ended signal falling edge from Viscapomin 10 ViLcapome: must be monotonic slope.
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Diff ial | C Point Vol

To guarantee tight setup and hold times as well as output skew parameters with respect to clock, each cross point
voltage of differential input signals (CK, CK#) must meet the requirements in Table. The differential input cross point
voltage VIX is measured from the actual cross point of true and complement signals to the midlevel between of VDD

and VSS.
Figure 207. Vix Definition (CK)
VDD
CK#
VDDJ’E
: CK
[Vea
VSS
Table 106. Cross point voltage for differential input signals (CK)
Svmbol Parameter DDR4-2666/3200
ymbo aramete Min. Max
VseL< Vool2- 145 VDD/2 - 145 mV Voo/2 + 100 mV
< < < < Vpp/2 + 145 mV
] Area of Ve, VseL mv Vo sy | BV Vo2 < Ve
Vi (CK) |Differential Input Cross Point Voltage -110mv - (Voo/2 - Vser ) (Vsen- Voo/2) 110 mV
relative to Vpp/2 for CK, CK# +30mV -30mv
M rail to rail In Levels for RESET
Table 107. CMOS rail to rail Input Levels for RESET#
DDR4-2400/2666
Symbol Parameter - Unit | Note
Min. Max.
Vinac_RESET |AC Input High Voltage 0.8 x Voo Voo \Y 6
Vihpe_RESET |DC Input High Voltage 0.7 x Vop Vb Vv 2
Vioo)_RESET |DC Input Low Voltage Vss 0.3 x Vpp v 1
Viuac_RESET |AC Input Low Voltage Vss 0.2 x Vop Vv 7
TR_RESET |Rising time - 1.0 us 4
trw_RESET  |RESET pulse width 1.0 pus | 3,5
Note 1. After RESET# is registered Low, RESET# level shall be maintained below V, pc)_RESET during tew_ RESET otherwise, SDRAM may

not be reset.
Note 2. Once RESET# is registered High, RESET# level must be maintained above Vypc)_RESET, otherwise, SDRAM operation will not be

guaranteed until it is reset asserting RESET# signal Low.
Note 3. RESET is destructive to data contents.
Note 4. No slope reversal (ringback) requirement during its level transition from Low to High.
Note 5. This definition is applied only “Reset Procedure at Power Stable”.
Note 6. Overshoot might occur. It should be limited by the Absolute Maximum DC Ratings.
Note 7. Undershoot might occur. It should be limited by Absolute Maximum DC Ratings.
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Figure 208. RESET# Input Slew Rate Definition
tPw_RESET :

" TE_RESET
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8Gb (x16) DDR4 Synchronous DRAM

AC and DC Logic Input Levels for DQS Signals

Differential signal definiti
Figure 209. Definition of differential DQS Signal AC-swing Level
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Half cycle

ViHDifPeak
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Table 108. Differential AC and DC Input Levels for DQS

DDR4-2666 DDR4-3200 .
Symbol Parameter Min. Max. Min. Max. Unit | Note
VHpiftPeak Vinpirr peak Voltage 150 - 140 - mV | 1.2
V\LbiffPeak ViLoiFr.peak VOItage - -150 - -140 mvV | 12

Note 1. Used to define a differential signal slew-rate.
Note 2. These values are not defined; however, the differential signals DQS — DQS#, need to be within the respective limits Overshoot,
Undershoot Specification for single-ended signals.

Peak voltage calculation method

The peak voltage of Differential DQS signals are calculated in a following equation. VIH.DIFF.Peak Voltage =

Max(f(t))

VIL.DIFF.Peak Voltage = Min(f(t)) f(t) = VDQS_t - VDQS_c

The Max(f(t)) or Min(f(t)) used to determine the midpoint which to reference the £35% window of the exempt
non-monotonic signaling shall be the smallest peak voltage observed in all Uls.
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Figure 210. Definition of differential DQS Peak Voltage and range of exempt no monotonic
signaling
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To achieve tight RxMask input requirements as well as output skew parameters with respect to strobe, the cross point
voltage of differential input signals (DQS, DQS#) must meet the requirements in the table below. The differential input
cross point voltage VIX_DQS (VIX_DQS_FR and VIX_DQS_RF) is measured from the actual cross point of DQS,
DQSH# relative to the VDQSmid of the DQS and DQS# signals.

VDQSmid is the midpoint of the minimum levels achieved by the transitioning DQS and DQS# signals, and noted by
VDQS_trans. VDQS_trans is the difference between the lowest horizontal tangent above VDQSmid of the
transitioning DQS signals and the highest horizontal tangent below VDQSmid of the transitioning DQS signals. A no
monotonic transitioning signal’s ledge is exempt or not used in determination of a horizontal tangent provided the said
ledge occurs within = 35% of the midpoint of either VIH.DIFF.Peak Voltage (DQS rising) or VIL.DIFF.Peak Voltage
(DQSH# rising), as shown in the figure below.

A secondary horizontal tangent resulting from a ring-back transition is also exempt in determination of a horizontal
tangent. That is, a falling transition’s horizontal tangent is derived from its negative slope to zero slope transition (point
A in the figure below), and a ring-back’s horizontal tangent derived from its positive slope to zero slope transition
(point B in the figure below) is not a valid horizontal tangent; and a rising transition’s horizontal tangent is derived from
its positive slope to zero slope transition (point C in the figure below) and a ring-back’s horizontal tangent derived from
its negative slope to zero slope transition (point D in the figure below) is not a valid horizontal tangent.
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Figure 211. Vix Definition (DQS)
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Table 109. Cross point voltage for DQS differential input signals
Symbol Parameter Min DDR4-2666/320:nax Unit | Note
! DQS and DQS# crossing relative to the midpoint of the DQS o
Vixpas Raio |04 DQSH signal swings - 25 % | 1.2
Vpasmid_t0_Veent |Vbasmia Offset relative to Vcem pa (midpoint) - min(V ngit, 50) mV 3-5

Note 1. Vix pas Rratic iS DQS VIX crossing (Vix pas FR Or Vix pas RF) divided by Voas wrans- Vias wans iS the difference between the lowest
horizontal tangent above Vpasmia Of the transitioning DQS signals and the highest horizontal tangent below Voasmid of the transitioning

DQS signals.

Note 2. Vpasmig Will be similar to the Vrerpq internal setting value obtained during Vger Training if the DQS and DQs drivers and paths are
matched.

Note 3. The maximum limit shall not exceed the smaller of Vg minimum limit or 50mV.

Note 4. Vix measurements are only applicable for transitioning DQS and DQS# signals when toggling data, preamble and high-z states are
not applicable conditions.

Note 5. The parameter Vpasmia is defined for simulation and ATE testing purposes, it is not expected to be tested in a system.
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Dif tial | t Slew Rate Definiti
Figure 212. Differential Input Slew Rate Definition for DQS, DQS#
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WOTE 1. Differential signal rising edge from VILDif_DQS to VIHDI_DCQS must be monotonic slope.
MOTE 2. Differential signal falling edoe from VIHDIT_DQS to VILDIT_DQS must be monatonic slope.
Table 110. Differential Input Slew Rate Definition for DQS, DQS#
Description Measured Defined b
escriptio From To y
Differential input slew rate for rising edge (DQS - DQS#) ViLoitt pas ViHpift_pas |ViLoitt_pas - Vinoit pas| / DeltaTRdiff
Differential input slew rate for falling edge (DQS - DQS#) ViHpift_pas ViLoift_pas |Vioit_pas - Vinpir_pas| / DeltaTFdiff

Table 111. Differential Input Level for DQS, DQS#

DDR4-2666 DDR4-3200
P nit | N
Symbol arameter Min. Max. Min. Max. Unit ote
Vinpitt_pas Differntial Input High 130 - 110 - mV
Vioitt_pas Differntial Input Low - 130 - 110 mV

Table 112. Differential Input Slew Rate for DQS, DQS#

DDR4-2666 DDR4-3200 .

Symbol Parameter - - Unit | Note
Min. Max. Min. Max.

SRIdiff Differential Input Slew Rate 25 18 25 18 V/ns
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8Gb (x16) DDR4 Synchronous DRAM 512Mx16 — NDQ86P

Electrical Characteristics and AC Timing
Ref Load for AC Timi 1 Q Slew R

Reference Load for AC Timing and Output Slew Rate represents the effective reference load of 50 ohms used in
defining the relevant AC timing parameters of the device as well as output slew rate measurements.

Ron nominal of DQ, DQS and DQS# drivers uses 34 ohms to specify the relevant AC timing paraeter values of the
device.

The maximum DC High level of Output signal = 1.0 x Vbpaq,

The minimum DC Low level of Output signal = { 34 /(34 + 50 ) } x Vbba = 0.4 x Vbpa

The nominal reference level of an Output signal can be approximated by the following:

The center of maximum DC High and minimum DC Low ={(1+0.4)/2} x Vbpa = 0.7 x Vbba

The actual reference level of Output signal might vary with driver Ron and reference load tolerances. Thus, the actual
reference level or midpoint of an output signal is at the widest part of the output signal’s eye. Prior to measuring AC
parameters, the reference level of the verification tool should be set to an appropriate level.

It is not intended as a precise representation of any particular system environment or a depiction of the actual load
presented by a production tester. System designers should use IBIS or other simulation tools to correlate the timing
reference load to a system environment. Manufacturers correlate to their production test conditions, generally one or
more coaxial transmission lines terminated at the tester electronics.

Figure 213. Reference Load for AC Timing and Output Slew Rate

vDDQ
DQ,
ggg# 500hm
CK, CK#f —— DUT ANN— VTT = vDDQ
Timing Reference Point Timing Reference Point
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Clock Specification

The jitter specified is a random jitter meeting a Gaussian distribution. Input clocks violating the min/max
values may result in malfunction of the device.

Definitions for tck(abs):

tekabs) is defined as the absolute clock period, as measured from one rising edge to the next consecutive
rising edge. tck(abs) is ot subject to production test.

Definitions for tckavg) and nCK:

tekiavg) is calculated as the average clock period across any consecutive 200 cycle window, where each
clock period is calculated from rising edge to rising edge.

N
{CK(avg)= ZtCK(abs)j /N
=

Where N=200

Definitions for tchavg) and tci(avg):

tcHvg) is defined as the average high pulse width, as calculated across any consecutive 200 high pulses.

N
{CH(avg)= ZtCHj / (NxtCK(avg))
=

Where N=200

tcLavg) is defined as the average low pulse width, as calculated across any consecutive 200 low pulses.

N
{CL (avg)= ZtCLJ- / (NxtCK(avg))
=

Where N=200

Definitions for terr(nper):

terr is defined as the cumulative error across n consecutive cycles of n x tckavg).
terr is not subject to production test.
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Command, Control, and Address Setup, Hold, and Derating

The total tis (setup time) and ti4 (hold time) required is calculated to account for slew rate variation by adding the data
sheet tispase) vValues, the Viuacy/Vinac) points, and tiHpase) values, the ViLpc)/ViHpe) points; to the Atis and Atn derating
values, respectively. The base values are derived with single-end signals at 1V/ns and differential clock at 2V/ns.

Example: tis (total setup time) = tispase) + Atis. For a valid transition, the input signal has to remain above/below
Vinacy/ ViLac) for the time defined by tvac.

Although the total setup time for slow slew rates might be negative (for example, a valid input signal will not have
reached Vinac/ViLac) at the time of the rising clock transition), a valid input signal is still required to complete the

transition and to reach Vinac)y/ViLac). For slew rates that fall between the values listed in derating tables, the derating
values may be obtained by linear interpolation.

Setup (tis) nominal slew rate for a rising signal is defined as the slew rate between the last crossing of Vi pcymax and
the first crossing of Vinac)min that does not ring back below ViHpemin. Setup (tis) nominal slew rate for a falling signal is

defined as the slew rate between the last crossing of Vinpcymin and the first crossing of Viiacymax that does not ring
back above ViLpcymax.

Hold (tn) nominal slew rate for a rising signal is defined as the slew rate between the last crossing of ViLpcymax and the
first crossing of Vin@acmin that does not ring back below Viipeomin. Hold (i) nominal slew rate for a falling signal is

defined as the slew rate between the last crossing of Vihpeoymin @and the first crossing of ViLac)min that does not ring back
above ViLpc)max.

Table 113. Command, Address, Control Setup and Hold Values

Symbol Reference DDR4-2666 DDR4-3200 Unit
tis(oase, AC90) ViHacy ViLac) 55 40 ps
tiH(base, DC65) Vinoey ViLpe) 80 65 ps
tis/tinvrer) - 145 130 ps

Note 1. Base ac/dc referenced for 1V/ns slew rate and 2 V/ns clock slew rate.
Note 2. Values listed are referenced only; applicable limits are defined elsewhere.

Table 114. Command, Address, Control Input Voltage Values
Symbol Reference DDR4-2666 DDR4-3200 Unit
VIH.cAAC)min Vinacy/ViLac) 90 90 mV
VIH.cADC)min ViHoey ViLpo) 65 65 mV
VIL.cADC)max Vinoey ViLpo) -65 -65 mV
VILcAAC)max Vinacy/ViLac) -90 90 mV

Note 1. Command, Address, Control input levels relative to Vrerca.
Note 2. Values listed are referenced only; applicable limits are defined elsewhere.

Table 115. Derating values DDR4-2666/3200 tIS/tIH — AC/DC based

Atys, Aty derating in [ps] AC/DC based -- VIH(AC)/VIL(AC) =190mV, VIH(DC)/VIL(DC) =+65mV,; relative to Vgerca
CK, CKi Differential Slew Rate
10.0 V/ns 8.0 V/ns 6.0 V/ns 4.0 V/ns 3.0 V/ins 2.0 V/ins 1.5 V/ns 1.0 Vins
AtIS AtlH AUS AtlH AUS AtIH AtS AtIH AtS AtlIH AtS AtIH AUIS AtIH AtIS AtIH
70 68 | 47 80 | 47 | 70 | 48 | 72 ] 50 | 73 | 52 77 1 56 8 | 63 | 100 | 78
60| 66 | 45 67 | 46 | 68 | 47 | 69 | 49 | 71 | 50 75 | 54 83 | 62 | 98 | 77
50| 63 | 43 64 | 44 | 65 | 45 | 66 | 46 | 68 | 48 72 | 52 80 | 60 | 9 | 75
40| 59 | 40 59 | 40 | 60 | 41 62 | 43 | 64 | 45 68 | 49 75 | 5 | 90 | 71
CMD, 30| 51 | a4 52 | 35 | 53 | 3 | 54 | 38 | 56 | 40 60 | 43 68 | 51 83 | 66
ADDR, 5051 35 | 24 37 | 24 | 38 | 25 | 39 | 27 | 41 | 29 45 | 33 53 | 40 | 68 | 55
CNTL 5T 21 [ 13 | 22| 13| 23 | 14| 22| 6| 26| 18 | 30| 22 | 38| 29 | 53 | 44
'glzw 10| 9 | 9 8 | -8 8 | 8 ® 6 4 | 4 0 0 8 8 23 | 23
ate | 09| 15 [ 18 | 45| 12 | 44 [ 1| q2 | o [ 40| 7 6 | 4 1 4 16 | 19
Vine | 08| 28 [ 17 | 28 A7 [ 22 | 16 | -20 [ 14 | 18 [ 12 | 14| 8 I 8 14
07| 34| 23| 33| =2 | 32| 21| 30| 20| 28| 18| 25| 14| 17| -6 2 9
06| 47| a1 | 47| 30| 46 | 29 | 44| 27| 42| 25| 38| 22| 31| 14| 16 [ 1
05| 67 | 42| 66| 41| 65 | 40| 63| 38| 61| 36| 58| 33| 50| 25| 35 | -10
04| 95 | 58 | 95| 57 | 94 | 56 | 92| 54| 90 | 53 | 86 | 49| 79| 41 | 64 | 26
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Package Outline Drawing Information

512Mx16 — NDQ86P

Figure 214. 96-Ball FBGA Package 7.5x13x1.2mm(max)
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DETAIL : "A"
Svmbol Dimension in inch Dimension in mm
ymbo Min Nom Max Min Nom Max
A - - 0.047 - - 1.20
Al 0.010 0.018 0.25 0.45
A2 - - 0.008 - - 0.20
D 0.291 0.295 0.299 7.40 7.50 7.60
E 0.508 0.512 0.516 12.90 13.00 13.10
D1 - 0.252 - - 6.40 -
E1 . 0.472 12.00
F - 0.126 3.20
e - 0.031 - - 0.80 -
b 0.016 0.018 0.020 0.40 0.45 0.50
D2 - - 0.081 - - 2.05
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